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Introduction

Like most North Americans of his generation, Hal tends to know way less about why he feels certain
ways about the objects and pursuits he’s devoted to than he does about the objects and pursuits them-
selves. It’s hard to say for sure whether this is even exceptionally bad, this tendency.

— David Foster Wallace, Infinite Jest.

The study of phases of matter occupies a major spot in condensed matter physics. In many-
body systems, that is, physical systems with a macroscopic number of degrees of freedom, the
interplay of interactions and quantum statistics (and, in some cases, topology) explains well-known
as well as more exotic behaviors, from Bose—FEinstein condensation and metallic conduction to
superconductivity and fractional quantum Hall effect.

The simplest case is that of a system whose elementary excitations can be described in terms of
weakly interacting quasiparticles, such as Fermi liquids. Although a quasiparticle model is simple to
study, it may be nontrivial to identify the elementary excitations starting from a microscopic model.

Of particular interest are materials whose low-energy excitations cannot be understood in terms
of quasiparticles. These are said to be strongly correlated systems. In many cases, these strong
correlations are linked to the existence of a zero-temperature quantum phase transition (QPT).
By contrast to classical phase transitions, caused by thermal fluctuations, a QPT is a qualitative
change in the ground state of a system driven by quantum fluctuations as an external parameter,
e.g. a magnetic field or doping, is tuned. In the vicinity of a continuous (second-order) QPT,
the correlation length associated to quantum fluctuations becomes very large with respect to the
microscopic scales of the system, which is therefore strongly correlated [1].

Examples

A very simple example of QPT is given by cobalt niobate (CoNb,Og) [2], in which the degrees
of freedom are the spins of cobalt ions. Under a magnetic field, this system is described by the
transverse-field Ising model. In the absence of external magnetic field, spins tend to align in a
ferromagnetic order along an easy axis z. The system is invariant under the reflection with respect
to the orthogonal plane to z, the ground state has a two-fold degeneracy, with the spins aligned
along z, pointing either all up or down. If one switches on a magnetic field in the plane orthogonal
to z, Zeeman effect tends to align the spins with the magnetic field. In the limit of an infinitely
strong transverse field, the ground state is nondegenerate, with all spins aligned with the magnetic
field. Now, tuning the field from infinite to zero strength, one cannot smoothly connect the two
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FIGURE 1.1: Phase diagram of TICuCl; under pressure and excitation gaps measured through inelastic
neutron scattering. At low pressure, the ground state is made of spin singlets and there are three degenerate
triplet excitation branches (L, T} ;). At higher pressures the system shows magnetic ordering, and there
are two gapless modes (T ,), corresponding to transverse fluctuations of the magnetic moment, and one
longitudinal gapped mode (L). Because of a weak anisotropy in the magnet, one of the transverse modes
(T,) is actually gapped. Above the Néel temperature Ty the magnet loses antiferromagnetic ordering. All
excitations energies as well as Ty vanish at the quantum critical point. Original reference: [3].

scenarios (nondegenerate paramagnetic ground state respecting the Hamiltonian symmetry and
two degenerate ferromagnetic ground states breaking down the Hamiltonian symmetry): there is
necessarily a critical value of the field for which a phase transition occurs.

Quantum antiferromagnets also provide examples of QPTs [3-5]. We present for instance in
Fig. 1.1 the experimental phase diagram and excitations of the quantum magnet TICuCl;, in which
spins in the magnet form dimers. As pressure is applied to the system, the paramagnetic ground
state made by spin singlets gives way to an antiferromagnetic phase.

QPTs can also be observed in ultracold atom systems. In a system of interacting bosons trapped
in an optical lattice, tuning e.g. the lattice potential triggers a transition between an insulating phase
where the bosons are localized at each site and a superfluid phase where a macroscopic fraction
of the bosons condense in the one-particle zero-momentum state. This Mott insulator-superfluid
transition has been observed experimentally in realizations of the Bose-Hubbard model [6-10].

The disorder driven superconductor-insulator transition is also a bosonic QPT [11]. While
weak disorder does not modify qualitatively the superconducting ground state, strong disorder
decomposes the homogeneous ground state into individual superconducting islands. In that case,
the QPT takes place at a critical value of disorder for which phase fluctuations between the super-
conducting islands destroy the global phase coherence, while the pairing gap itself does not vanish
as each island individually remains superconducting.

There are several examples of QPTs in fermion systems, such as heavy fermion compounds [ 12,
13]. These are typically materials with f-electron orbitals, which bear their name from the fact
that conduction electrons display a very large effective mass (about 1000 that of a free electron).
Due to the presence of local magnetic moments interacting with conduction electrons (Kondo
lattice), there is a QPT as the Kondo coupling is varied, through external pressure or doping,
between a Fermi liquid paramagnetic state where Kondo screening suppresses magnetic order and
an antiferromagnetic ground state stabilized by RKKY interactions.
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Another fermionic example is given by unconventional high-temperature superconductivity
in cuprates. Although it is not fully understood yet, several proposals link this unconventional
superconductivity to the collective behavior of electrons associated with the presence of a zero-
temperature QPT under the superconducting dome [ 14, 15]. These strong collective fluctuations
could provide us with an explanation of the strange properties of the metallic phase, such as the
pseudo-gap or the resistivity linear in temperature.

Phenomenology

Let us now discuss briefly generic properties of QPTs. A question one may ask oneself is how the
quantum phase transitions discussed above, which occur at zero temperature and are driven by
quantum fluctuations, are related to classical phase transitions. One may indeed be more familiar
with transitions of the latter type, such as the liquid-gas transition in fluids or the ferromagnetic-
paramagnetic transition in magnets. In these classical transitions, it is the competition between
energetic and entropic terms in the free energy which determines the phase of the system, the
entropy favoring disordered phases of matter and the energy ordered ones (i.e., broken symmetry
phases). The tuning parameter determining which term is dominant is the temperature.

Before further discussing the link with QPTs, let us recall two essential properties of second-
order (continuous) classical phase transitions: universality and scaling. As these transitions are
characterized by a diverging correlation length, long-distance physics (in the critical regime) can be
parameterized by scaling functions depending on dimensionless ratios of a small set of macroscopic
variables, such as the correlation length, the length scale at which is probed the system, and so on.
This property is called scaling. Universality means that quantities characterizing the long-distance
physics in the vicinity of the transition, including these scaling functions, do not depend on the
microscopic details of the model but merely on very broad determinants, such as dimensionality or
the symmetry of the Hamiltonian. For instance, the long-distance physics of water near its critical
point and that of an uniaxial anisotropic magnet near its Curie temperature are the same: these two
transitions are said to belong to the same universality class. The theoretical framework that allows
to understand these remarkable properties is the renormalization group (RG).

The connection between QPTs and classical phase transitions is made through path integral
formulation, which allows to rephrase a quantum statistical physics problem in terms of a classical
theory. The price to pay is the introduction of an extra imaginary time direction, with a finite
width equal to the inverse temperature. In the case of a continuous QPT, there are at the transition
two diverging correlation lengths, £ and &, corresponding to the space and time directions. The
model is a priori anisotropic and there is no reason for them to scale identically; one defines the
dynamical critical exponent z by comparing the scaling of the two lengths near the transition,
&, ~ & ~ |6 - 8|7, with 8 the nonthermal control parameter triggering the QPT at a value §.. The
time correlation length defines an energy scale A ~ &' which vanishes at the transition.

Note that second order finite-temperature transitions are always driven by classical (thermal)
fluctuations. Indeed at finite temperature the thermal de Broglie wavelength of the critical excitations
Agg is finite while the correlation length & diverges at the transition. Because of this, close enough
to the transition, £ > A4p and the system can be effectively described in classical terms. As we
shall see in the following, the presence of a zero-temperature QPT nonetheless strongly affects the
finite-temperature physics.

Because of the quantum-classical mapping, the above discussion about second order classical
phase transitions apply to second order QPTs. In particular, scaling and universality hold. Examples
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FIGURE 1.2: Imaginary part x” of the spin susceptibility of the heavy fermion alloy CeCus_,Au, near its
QPT. The transition occurs as Au is substitued for the Cu atoms; for values of x larger than x. ~ 0.1 the
heavy fermion paramagnet gives way to an ordered antiferromagnet. The system is driven near the QCP
and & = oo, A = 0. The susceptibility (taken for a given wavevector) is measured as a function of energy
at fixed temperature (top left) and as a function of temperature at fixed energy (bottom left). A scaling
analysis (right) shows that the data collapses on a single curve, proving that near the QCP the suceptibility
is a function of the ratio E/kp T of incident energy E = hw to temperature T. The collapse involves one
free parameter q, related to the dynamical exponent z through a = 2/z; the value of the fit « ~ 0.74
deviates from the mean-field result « = 1. The full line correspond to a phenomenological prediction for
a = 0.74. Original reference: [16].

of scaling are given by the pressure P or the order parameter susceptibility x, which scale in d space
dimensions (below the upper critical dimension) like

A
kg T

LR

P(T,A)=P(T=0,A) + T(‘”Z)/ZT( ,—
(T,A) = P( ) +a T T

) (1)
with a and b nonuniversal prefactors, and y, v critical exponents. Here p and w denote the momenta
and frequency at which the system is probed. The scaling functions F(x), G(u, v, w) do only depend
on the universality class of the theory. An example of scaling in the vicinity of a QPT, observed in
the susceptibility of a heavy fermion compound, is given in Fig. 1.2.

From these considerations, one may draw a qualitative typical phase diagram of the model. At
zero temperature, there is a quantum phase transition at é.. This transition separates a disordered
symmetric phase, with a vanishing order parameter, from a broken symmetry ordered phase where
the order parameter is finite. Spontaneous symmetry breaking causes long-range order (LRO).

Let us now look at what happens at small but finite temperature. In the functional integral
formulation, the time direction becomes finite with length L, = /i/kg T. In the disordered phase, the

). xtpro.7.8) = 5776
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FIGURE 1.3: Qualitative phase diagram of a quantum phase transition. At zero temperature, the symmetric
phase is separated from the broken symmetry phase displaying long range order (LRO) by a quantum phase
transition at a critical value d. of the coupling é. At finite temperature, there are crossover lines separating
the quantum disordered (QD), quantum critical (QC) and renormalized classical (RC) regimes. Depending
on the model and dimension, LRO may persist at finite temperature, in which case it is separated from the
disordered phase by a line of classical critical points terminating at the QCP.

system does not realize that the temperature is nonzero aslong as §; << L,,i.e. kg T << A. Recall that
A is a zero-temperature energy scale; in the disordered phase A is the gap, while in the ordered phase
it is convenient to use the gap of the point on the disordered phase sharing the same value of |6 — §|.
The zero-temperature physics describe qualitatively the system, whose behavior is dominated by
quantum fluctuations, hence this regime is called quantum disordered (QD). For temperatures
larger than the gap, kg T 2 A, thermal fluctuations become important and this picture breaks down.

In the ordered phase, two scenarios are possible, depending on the model and dimension. Indeed,
by turning on the temperature, the time dimension becomes compact, and the dimensionality of
the theory is reduced. This may suppress long-range order (e.g. because of Mermin-Wagner
theorem), in which case the system is disordered at any finite temperature. Disorder is mainly due
to thermal fluctuations, although quantum fluctuations affect the properties of the model, hence the
denomination of renormalized classical (RC) regime. Otherwise, a LRO phase persists in the RC
regime and is separated from the finite temperature disordered phase by a line of classical (thermal)
phase transitions terminating at the QCP. As in the disordered case, this picture holds as long as
kgT << A.

Finally, let us discuss what happens in the regime where kg T 2 A. Although the transition
happens at zero-temperature, finite-temperature physics is strongly affected by the QCP, hence
the name of quantum critical regime. As A is much smaller than the temperature, the physics is
controlled by the thermal excitations above the QCP ground state, with only one energy scale, ks T.
This leads to exotic behavior: for instance, specific heat scales like T%/%. We graphically summarize
the phase diagram in Fig. 1.3.

The quantum O(N) model

As we saw above, QPTs occur in a broad variety of physical systems, including spins, bosons and
fermions. We shall in this thesis restrict ourselves to the study of universal properties of one specific
family of universality classes, those of the relativistic quantum O(N) model. The microscopic action
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describing these models is

slgl= [ ot [Marl 0,00+ U(e2) (1)

with ¢(r, 7) a N-component real field defined over a (d + 1)-dimensional space-time. We denote
time and space directions by = 0,1,..., d and perform an implicit sum on g, (0,¢)* = ¥ ,(9,¢)*.
Here and in the following we work in natural units # = kg = 1. The theory is invariant under rotations
of the field and bears a relativistic space-time symmetry at zero temperature. It exhibits a QPT
between a symmetric (disordered) phase where the expectation value of the field vanishes and an
ordered phase where the O(N) symmetry is broken as the field acquires a finite expectation value.
In three space dimensions and above, the theory is noninteracting at low energies and is qualitatively
described by mean-field theory (with logarithmic corrections in three dimensions). Because of
this, we are mostly interested in the case of two dimensions, in which the transition belongs to the
three-dimensional classical O(N) universality class, which is controlled by a strongly-interacting
(Wilson-Fisher) fixed point.

Although in condensed matter and quantum optics Galilean invariance is more common than
relativistic invariance, several of the QPTs we enumerated above are described in the low-energy
sector by the quantum O(N) model. When the Mott insulator-superfluid transition occurs at fixed
(integer) density, because of an emergent particle-hole symmetry, it is described by the relativistic
O(2) model, the real and imaginary part of the bosonic field being mapped on a two-component
real field [ 1]. The disorder driven superconductor-insulator transition is another example. In that
case the relevant degree of freedom of the model is the local phase, the fluctuations of which can be
described by the XY model, which also belongs to the O(2) universality class.

Finally, the low-energy action of the fluctuations around the Néel order in an insulating antiferro-
magnet is given by the action of the O(3) nonlinear 0 model and additional topological terms [ 17].
Dropping the latter (something not always justified in small dimensions and in the disordered
phase), one recovers the universality class of the relativistic O(3) model.

Outline of the manuscript

The tool we use to study the universal properties of the relativistic quantum O(N) model is the Non-
perturbative Renormalization Group (NPRG). Based on a functional implementation of Wilsonian
RG, it is a framework tailored to devise nonperturbative approximation schemes. In Chapter 2, we
present in detail the NPRG and give its implementation on the O(N) model, as well as examples of
approximation schemes and results obtained using them. We then study the universal properties of
the quantum O(N) model in Chapters 3 to 5, examining first the thermodynamics of the model,
then its zero-temperature dynamical properties: excitation spectrum, transport.

« In Chapter 3, we examine the thermodynamics of the model, and determine the universal
scaling functions describing the gap and the pressure of the model in the whole critical regime.
We show a mapping between the two-dimensional quantum theory at finite temperature and a
classical model in three dimensions confined along a direction, establishing a correspondence
between the thermodynamics of the quantum model and Casimir forces in the classical model
and allowing us to compare our results with numerical simulations of three-dimensional spin
systems.
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« In Chapter 4, we study the excitation spectrum in the ordered phase of the model. For N > 2,
the O(N) symmetry is continuous and mean-field theory predicts the existence of N — 1
gapless Goldstone modes and one massive amplitude “Higgs” mode. Whether this picture
remains true beyond mean field in two space dimensions has been debated; we show that
there indeed is a well-defined resonance in the scalar susceptibility for N = 2 and (to some
extent) 3 and compare our results to Monte Carlo simulations. For N = 1, the symmetry is
discrete, there are no Goldstone modes and the ordered phase is gapped. We determine in
that case the bound state spectrum of the model and the universal ratio of its energy to the
one-particle excitation gap.

« Finally, in Chapter s, we study the transport properties of the model, namely, its conductivity,
which we determine at zero temperature for all frequencies in the universal regime. In partic-
ular, in the disordered phase, the system behaves like a capacitor with a capacitance Cg;, while
in the ordered phase, one of the two components of the conductivity tensor is an inductance
Lora- The ratio Cgjs/ Lo is a universal number which we determine. We also compute the
universal conductivity at the QCP and compare with QMC and conformal bootstrap results.
Furthermore we show that, in the ordered phase, the other component of the conductivity
tensor at zero frequency is “superuniversal’, depending neither on the distance to the QPT
nor on N.






Introduction to the nonperturbative
renormalization group

To the last we have learned nothing. In all of us, deep down, there seems to be something granite
and unteachable. No one truly believes, despite the hysteria in the streets, that the world of tranquil
certainties we were born into is about to be extinguished.

— J. M. Coetzee, Waiting for the Barbarians.

In this chapter, we present the Non-Perturbative Renormalization group (NPRG), sometimes
also called the “functional” or “exact” RG. We aim for a concise yet self-contained introduction that
focuses more on practical than conceptual aspects. For more information we refer to reviews [ 18, 19]
and especially [20].

Let us explain the principles of Wilson-like renormalization group (RG) as well as the ideas
behind it. In high-energy and statistical physics, ultraviolet divergences arise within the context
of field theories. Even in the presence of a finite ultraviolet cutoff, these are problematic: the
divergences mean that the theory strongly depends on the cutoff, while we know that in the vicinity
of a second-order phase transition universal physics should not depend on the microscopic details
of the model. These divergences are not necessarily a fundamental property of such theories, but
rather arise from the continuum formulation adopted. In a system close to a second-order phase
transition, all scales up to the correlation length contribute to the physics. Fluctuations at arbitrary
small scales cause these divergences. By contrast, a continuum description of, say, hydrodynamics
in the laminar regime, does not cause any problem; for instance, in the description of a macroscopic
wave, the only relevant length scale is its wavelength and nothing much happens at smaller scales.

Wilson’s idea to cure the divergences caused by the presence of fluctuations at all scales is to
integrate the latter in a smart way. Rather than taking all fluctuations into account simultaneously,
they are integrated over successively, starting with microscopic scales and iteratively adding modes
at larger and larger scales. By doing so, some contributions from the modes become less and less
important: part of the microscopic physics is washed out. On the other hand, other contributions
are amplified through these steps, and define the long-distance physics of the system. By integrating
small-scale fluctuations, we construct an effective theory for the long-distance physics; the trajectory
taken by the effective microscopic action through theory space as this transformation is iterated is
the RG flow. At the phase transition, the system is scale-invariant (at distances large with respect to
the microscopic scales), and the RG flow leads to a fixed point. In the vicinity of the critical point,
the physics is still governed by the fixed point: for length scales smaller than the correlation length,

11
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it looks critical, and the flow stalls close to the critical point. At larger length scales, the system
“realizes” it is not critical, and the flow is driven away from the fixed point towards a phase. The
behavior of the flow near the fixed point determines the universal physics in the vicinity of criticality.

The conceptually simplest example of such an RG procedure is Kadanoft’s celebrated block-spin
RG [21]. Consider a system of lattice spins {0; } described by an Hamiltonian H[{0;}, {g; } ], where
{g:} is the set of coupling constants describing the interaction between the spins. We adopt a very
general notation even if the Hamiltonian is described by only a few couplings, e.g. a nearest-neighbor
ferromagnetic interaction. The partition function reads

Z=) exp(-H[{o:}. {g:}])- (2.1)

{oi}

The block-spin RG transformation consists in three steps. In the first one, we form blocks B;
regrouping neighboring spins, to which we attribute a spin value (e.g. by majority rule). Then, we
integrate out the local spins by summing over them in the partition function, to obtain an effective
Hamiltonian Hef for the blocks B;,

z=>. > exp(-H[{oi},{gi}]) = ) exp(-H[{B:},... ]), (2.2)

{Bi} 0;eB; (Bi}

where we do not precise the coupling constants. Finally, we rescale the space to map the lattice
formed by the block into the initial lattice. The effective Hamiltonian for the blocks is recast into
an Hamiltonian for the coarse-grained spins (which we still note 0;) but with different coupling
constants. The total transformation reads

H[{oi},{gi}] = H[{0:}, {gi}] (2.3)

The integration of local degrees of freedom is incorporated into the new coupling constants { g/ }.
The RG flow is the map that describes the evolution of the coupling constants through iterations of
this transformation. If the initial condition were the ferromagnetic Ising model, for instance, the
system would admit a fixed point with a finite nearest-neighbor ferromagnetic coupling. Away from
the transition, this coupling would either flow to zero (in the paramagentic phase) or to infinity
(in the ferromagnetic phase). Note that even if there are initially only a small number of coupling
constants, an infinite number of couplings between the blocks is generated by even a single step of
the RG flow, and in principle one has to keep track of all possible couplings allowed by symmetry.
Although this approach is instructive, it is often unpractical and hard to generalize. We shall now
discuss Wilson’s RG and the closely related NPRG, which are implemented on continuum field
theories and in Fourier space.

The NPRG is very close in concept to the Wilsonian renormalization group [22-24], which
is the basis for many perturbative RG approaches in condensed matter physics. Let us recall its
principle, using the classical O(N) theory in D space dimensions (or, equivalently, the quantum
O(N) modelin d + 1 = D space-time dimensions at zero temperature) as an example. The partition

function reads
z- [ Dlo] exp(-Sle)). (2.4)

with ¢(x) a N-component real field and § the action invariant under global rotations of the field.
We assume the theory is regulated in the ultraviolet by a cutoff A, which in a condensed matter
setting would correspond to the inverse lattice spacing.
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FIGURE 2.1: Comparison of Wilsonian RG and NPRG. In the former method, fluctuations at high energy are
encoded into an (effective) microscopic action for the low-energy modes. In the latter, these fluctuations
are directly incorporated into an effective action.

For the Wilsonian RG, the separation of fast and slow scales is done by decomposing the field
modes ¢ into a slow and a fast component, ¢ = ¢_ + ¢,. The fast part ¢, only comprises Fourier
components of momenta larger than some scale k; it corresponds to small-distance, high-energy
fluctuations of the field, in opposition to the slow part ¢ . Having isolated the fast part, we integrate
it out, resulting in an effective action S¢f for the slow modes:

z- [ Dlo]Dle] exp(-Slg,9) = [ Dlo.] exp(-5:Tg,]). (2:5)

exp(-5"0.]) = [ Do, exp(=S[g.. 9.]). (2:6)

In a last step, a rescaling of the space is performed which brings back the ultraviolet cutoff to A,
and, in parallel, the field is renormalized. The procedure can be iterated and an exact flow equation
that describes the evolution of S as k is lowered from A to 0 can be derived. The fluctuations are
incorporated into the coupling constants defining S¢'.

The most successful implementation of this RG procedure on S¢f has been rederived by Polchin-
ski with an arbitrary cutoff function [25] (rather than the sharp cutoff shown above) and is often
called “Wilson-Polchinski RG”. However, despite its conceptual elegance, the method is ill-suited
for approximation schemes beyond perturbation theory or the local potential approximation (the
latter is discussed in Section 2.3.1). Because of this, even though Wilsonian RG was developed in the
1970s, it has mostly been used as the basis for perturbative RG approaches, until its reformulation
using the effective action formalism (which we call NPRG). Although the ideas behind NPRG
had been in the air for some time [26, 27], a breakthrough came in the 1990s with the modern
formulation of NPRG [28-31]. The reason why Wilsonian RG had remained relatively unexploited
is that computing correlation functions using S¢™ is technically strenuous (one has to determine the
partition function in presence of an external source with a nontrivial action $¢™) and, in practice,
results are highly sensitive to approximation schemes and the cutoff function. What allowed the
rise of NPRG is the idea to consider the effective action I'[¢], the Legendre transform of the free
energy, rather than the microscopic action. In a very similar fashion to what is done in Wilsonian
RG, we build a k-dependent effective action Iy incorporating only fluctuations at momenta scales
larger than k, see Fig. 2.1. Ty is more convenient to manipulate than S¢f, and is much more suited to
the implementation of approximation schemes.

Through the remainder of the chapter, we retain the above defined O(N') theory to illustrate the
principle of NPRG, even though its scope is not limited to such theories. In Section 2.1, we define
the effective action of the theory and show how to deduce physical properties from it. In Section 2.2,
we explain how the k-dependent effective action is constructed and how its flow is determined.
Finally, in Section 2.3, we detail approximation procedures which allow in practice to study critical

physics.
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2.1  The effective action formalism

In this section, we define the effective action of a theory, the central object in the NPRG for-
malism, using the O(N) model as an example. To describe a theory, one needs, in general, the
knowledge of the partition function, which yields the free energy, and the correlation functions,
(91, (x1)¢;,(x,)). The standard way to access this information is to (formally) linearly couple ¢
to an external source J. The partition function reads

20 [ Dlg) exp(-slgl + [1-9). (27)

Then, the free energy In Z is the generating functional of the connected correlation functions. It
contains all the physical information of the theory. The order parameter, the expectation value of ¢,
is given by

d1nZ[J]

o[xT] = (p(x)) = k) (2.8)

The effective action I' is the Legendre transform of In Z with respect to J,

rl¢) = ~nz0(41)+ [ 4] -¢. (29)

In Eq. (2.9), J is a functional of ¢ obtained by inverting (2.8). T is the Gibbs free energy. By def-
inition of the Legendre transform, it is a convex function of the field. Since the free energy is also
convex (its Hessian is the two-point connected correlation function) it can be reconstructed from
the effective action. Thus, I contains all the physical information on the system. It satisfies the
equation of state

ST[¢]

3¢ (x)
and in absence of external sources the order parameter ¢(x) is the field configuration that extremizes
I'. The thermodynamic properties of the system can be deduced from the effective potential

J[x ¢], (2.10)

U(p) = V7' T[$]lg-const (2.11)

defined by the effective action evaluated in a uniform field ¢(x) = ¢ (V is the volume, set to 1 in
the following). From now on, we set J to zero. Due to symmetry, U(p) only depends on the O(N)
invariant p = ¢*/2. We denote p, the position of the minimum." The norm of the order parameter
is given by |¢| = \/2p,. Thus, if py > 0, there is an infinity of possible degenerate values for the order
parameter (two possible values for N = 1as O(1) ~ Z,): the O(N) symmetry is spontaneously
broken as the system selects one of these minima. Conversely, in the fully symmetric phase, p, = 0
and the order parameter is zero. Note that as the effective action is convex, in the ordered phase
U(p) has a “flat bottom”; it is constant and equal to its minimum in the whole range [0, po |.

I is the generating functional of one particle irreducible (1PI) vertices. Correlation functions
can be reconstructed from the 1PI vertices, defined by

(n) ol = 8”F[¢] 2.12
Ty {xits ] 59 (%) 09 (x)” (2.12)

'The position of the minimum of the potential is often referred to as the minimum of the potential.
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The correlation functions evaluated in a uniform field configuration are determined by the vertices
IO (xik 9) = T i ¢ (2.13)
{ij} 1 {iprimede ’

e.g., the n-point connected correlation function (¢; (x)---¢;, (X, ) ) can be expressed in terms of ver-

tices I'(/="). In particular, the connected propagator G;;(p, ¢) = (¢:(p)@;(-p)) — (9:(p)){9;(-p))
is given by the matrix equation

b
¢=const.

G(p.¢) = [I® (P 9)] ™" (2.14)
Because of translational invariance G and T'?) only depend on one momenta and we define e.g.

I (p, ¢) by I (0> 8) = Speprols (P 9).2
Within Landau theory, at the mean-field level, the partition function is approximated by its
saddle point value, and it is easy to see that the effective action is equal to the microscopic action,

" ¢] = s[¢]. (2.15)

The convexity of T is broken down by the mean field approximation. In the Gaussian approximation,
the action is expanded up to quadratic order around the saddle point value of the field and the
effective action is equal to

rtleor[g¢] = S[¢] + %TrlnS(z)[(/)], (2.16)

where S(?) is the second order functional derivative of S and the trace runs over both space and
internal O(N) variables.
For N > 2, The O(N) symmetry allows to decompose I'?) on two independent tensors,

F,-(jz) (P, ¢) = 8iLa(p. p) + $:4,T5(p: p); (2.17)

where T4 and I'; depend on p and not on the direction of ¢. This yields in turn the longitudinal (L)
and transverse (T) components of the propagator,

Gij(p, ¢) = 0:;Gr(p, p) + (pzi_:fj(GL(P:P) - Gr(p,p))s (2.18)

Gr(p.p) = [Ta(p )] Gu(p,p) = [Ta(p. p) +2pTs(p,p)] 7" (2.19)

In the symmetric phase at J = 0 both components are equal (we denote them G or Gy 1) whereas in
the broken symmetry phase the longitudinal and transverse components respectively correspond
to fluctuations along the direction of the order parameter and in orthogonal directions. We recall
that for N = 1 T(?) has no matrix structure and there is only one component to the propagator.

2.2 Scale-dependent effective action

Having introduced the effective action of the theory, we can now detail the NPRG procedure. We
seek for a way to implement a Wilson-like RG on the effective action in momentum space.

*We adopt the standard condensed matter notations for Fourier transforms. Defining /. = / d”x in real space
and fp = (2mr)~P [ dPp in reciprocal space, the Fourier transform of a function f(x) is f(p) = /, exp(—ip - x) f(x)
and conversely f(x) = [, L exp(ip - x) f(p). If the volume V is finite the integrals over momenta reduce to sums and

fp =V1y,.
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k q

FIGURE 2.2: Sketch of the shape of the regulator in momentum space. At small momenta with respect to
k itis large (of order of k?) whereas it decays fast at larger momenta.

Consider an arbitrary momentum scale k between 0 and A. We want to construct an effective
action I that incorporates fluctuations only at momentum scales larger that k. This is done by
adding to the action a regulator term,

S[o] > Silgl=slol+asifel,  asfe]=3 [ e(-0) Rl@d(@):  (220)

Here, the regulator Ry is an arbitrary function verifying

k*  for|q| <k,
o(1) for|q| > k.

Rl -{ (221)

Ry vanishes for k = 0. Physically, the regulator is akin to a momentum dependent term in front of
the operator ¢°. At small momenta, the regulator is very large, and imposes an important energetic
cost: fluctuations for momenta smaller than k are in effect frozen. Conversely, the regulator vanishes
for fast modes and they contribute fully to the functional integral. By gradually lowering the scale k,
modes are progressively taken into account. A sketch of such a regulator is given in Fig. 2.2. Examples
of suitable regulators are the ®-regulator

Ri(q) o< ak*(1-q*/k*)O(1-q*/k*) (2.22)
and the exponential regulator
q’/k?
exp(q?/k?) 1

with « a constant numerical prefactor of order one. We use the proportionality symbol as we allow
for an additional k-dependent constant in front of the propagator, see Section 2.3.2.
Quantitatively, one defines k-dependent partition function and effective action as

Ri(q) o< ak® (2.23)

201 - [ Dlg) exp(-slo)+ [1-9-a5[e]). (224)
L] =~z 1]+ [ I14]-6 - ASi[4]. (225)
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(a) Wetterich equation. (b) Flow of I*IEZ).

FIGURE 2.3: Diagrammatic representation of the flow equations. The full lines stand for the full propagator
Gy = (1",52) + Ry )7!at scale k, dots with 7 legs for the vertex I'("), and crossed circles for 0,R. The
signs and symmetry factors are determined the following way: for each functional derivative one has
to enumerate all possible ways to add an external leg to the diagrams, either by acting on a propagator
(which yields a minus sign) or on a vertex.

The k-dependent effective action I';[ ¢ ] is the modified Legendre transform of the free energy: note
the additional AS;[¢] term, present to ensure a good limit when AS; — oo (see below).
Obviously for k = 0 the regulator vanishes and the original effective action is recovered. For
k = A, in the limit of an infinite regulator AS, = oo, all fluctuations are frozen by the regulator and
only configurations of the field that minimize the action contribute: Landau theory is exact. Thus

Tk-o[¢] = T[¢], Tea[0] = S[¢]. (2.26)

Note that in practice AS, is always large but finite. It remains correct to approximate the initial
condition I'_5 by S as long as one is only interested in the universal quantities, which depend
solely on the universality class of the problem and not on the underlying microscopic theory. For
nonuniversal quantities (e.g. the critical temperature), greater care should be taken in determining
the initial condition.

To interpolate between the k = A and k = 0 limits, one derives the flow equation, often dubbed
the “Wetterich equation” [28],

om{9] = 3 TR [9] + R, (227)

represented diagrammatically in Fig. 2.3 (left). In the above equation, ¢ = In(k/A) is the (negative)
RG “time”, and d; = kdi. Defining the operator 0, = (9;Ry)dg,, which corresponds to a time
derivative that only acts on the time dependence of Ry, the equation is recast as

3,T[] - %étTrln(Flgz)[gb] +RY), (2.28)

a form which is more convenient for many calculations.

This functional nonlinear integro-differential partial derivative equation connects the mean-field
solution to the complete effective action. It is exact; the only underlying assumption is that the
functional integral and the k — 0 limit commute. It is also impossible to solve in general, but it is a
good starting point either to reproduce perturbation theory (see below) or to devise fundamentally
nonperturbative approximations.

Let us remark that the flow is regularized by Ry both in the infrared and in the ultraviolet. Because
of AS, at finite k infrared modes always have a “mass” and the propagators do not develop poles,



18 CHAPTER 2. INTRODUCTION TO THE NONPERTURBATIVE RENORMALIZATION GROUP

even at criticality or in the presence of Goldstone modes, while the 0,R in the trace decays fast
enough at Jarge momentum to ensure convergence in the ultraviolet.

Note that the flow has a one-loop structure: if one sets the right hand side of (2.27) to its
mean-field value Tr[0; R, (S [¢] + Ri) '] = 0; TrIn(S®[¢] + Ry ) one recovers

I 1°°P[¢] =S[¢] + %Trln S(Z)[(p]. (2.29)

This means that sensible approximation schemes will always reproduce one-loop results in the weak
coupling limit.

2.3 Approximation schemes

Before detailing approximation schemes, let us make some very general remarks. The main dif-
ficulty in solving the flow equation is that I is a functional. However, often, the knowledge of the
effective potential and low order vertices is sufficient to describe the system. By taking the functional
derivative of the flow of Iy, it is possible to derive the flow of the k-dependent effective potential Uy
and the vertices F,E") in an uniform field configuration ¢(x) = ¢, which are easier to deal with as
they are mere functions of ¢. For instance,

1
0:U(p) = > /;atRk(Q)Gk,ii(q,gb), (2.30)
1 -
o .9) = 5 [ [9:Guin(@ 0I5, (b P00, 9)

- /(;[étGk,iu'z (q’ ¢)]r15?i)2i3i(q’ “P~4P ¢)

x Gr,iyis(P+ @ ¢)F,§,3i,~1j(p +q,-q, P, ¢). (2.31)

Here G = (T® + R;) ' is the full propagator and 9,Gy ;;(q, ¢) = —9:Rx(q) Gr,i1(q. ¢)Gr.1j(q, ¢).
These equations are represented in Fig. 2.3. It is easy to see that the flow of the n-th vertex involve
I'(*+1) and T'("*2): we have replaced the functional PDE (2.27) by an infinite hierarchy of regular
PDEs. A class of NPRG approximation schemes rely on truncating in some way this hierarchy by
approximating the higher-order vertices to obtain a finite number of coupled PDEs for the lower-
order vertices. The Blaizot-Méndez-Galain-Wschebor (BMW) approximation and variants are
based on this idea, see Section 2.3.4.

In a second class of approximations, an Ansatz is given for the k-dependent effective action. We
thus project the exact flow equation on a smaller subspace of functionals which we can handle. Ex-
amples of this kind of approximations include the derivative expansion (DE) and its simplifications,
and the local potential approximation” (LPA”), detailed respectively in Sections 2.3.1 and 2.3.3.

An important point when considering approximations is that the regulator term preserves the
O(N) symmetry. It is crucial to devise approximations respecting this symmetry; in that case,
expressions (2.17) and (2.18) are still valid (note that the propagator includes Ry),

rlg,zi)j(P’ ¢) = 0iiTka(psp) + $i9;Tk5(Ps p), (2.32)

Goss(p$) = 8,Ger(pop) + ‘b;—f(Gk,L(p,m Ger(pap)), (2.33)
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Gt (P.p) = [Tka(pp) + Re(P)]™ Grn(pp) = [Tka(ps p) + 20Tk 5(ps p) + Rk(P)]_l(- )
2.34

For more complicated models it may be harder to find a regulator that preserves the symmetry
group.

Lastly, note that although the final result T, does not depend on the chosen regulator, as soon
as an approximation is made, it induces a (usually small) dependence of the results on the shape of
the regulator. To give quantitative results we minimize this dependency by applying the principle
of minimal sensitivity, that is, we seek for a local extremum of a given physical quantity taken as a
function of the regulator. In practice, when computing a physical quantity Q with, for instance, the
exponential regulator (2.23 ), we seek for an optimal value of « such that 9,Q(«) = 0.

We shall now explain these approximations by order of conceptual difficulty. We start with the
DE in Section 2.3.1, and explain how to study critical physics in Section 2.3.2. We then describe
in Section 2.3.3 the conceptually similar LPA”, before finishing with the BMW approximation, in
Section 2.3.4.

2.3.1 Derivative expansion

In the DE, we propose an Ansatz for the k-dependent effective action. We impose the conditions
that it is local (as allowed by the presence of a regulator at finite k) and respects the O(N) symmetry.
On top of this, we perform a gradient expansion of T, that is, we only include terms with up to a
certain number of derivatives. One may wonder whether this is well justified. Indeed at criticality
(the regime we wish to explore) we expect the effective action to be singular. However the presence
of the cutoff Ry regulates the theory in the infrared, hence validating the expansion. This also means
that, at finite k, the expansion is only valid for momenta p k. Setting k to 0, the DE is, through
this argument, strictly speaking only valid at zero momenta. In many cases it is possible to extract
finite-momentum information; for instance, should there be an energy scale in the problem that
plays the role of an infrared cutoff (e.g. an energy gap), the DE would be valid at smaller finite
momenta scales. In the absence of a gap, the external momentum p often acts as an infrared cutoft
and the physical result can in practice be obtained by stopping the DE flow at a scale k ~ |p|.
For instance the most general form of the action at order 0(0?) is

6] = [ 52(p)(2u8)* + 1 Ve(p)($+3,8)* + Un(p) (235)

All vertices can be expressed in term of the three functions Ux(p), Zx(p) and Yi(p). Uk(p) is the
effective potential. We note the derivation with respect to p with primes and define Wy (p) = U} (p).
Zi(p) and Y (p) renormalize the kinetic part of the action; at order two of the DE, the components
of the propagator at scale k read

Grr(p>p) = [Zi(p)p* + Wi(p) + Ri(p)] ™, (2.36)
GeL(psp) = [(Ze(p) + pYi(p))P* + Wi(p) + 20 W{(p) + Re(p)]™". (2.37)

The fact that there are two functions Z,(p) and Yy (p) reflect that, for N > 2, transverse and longitu-
dinal fluctuations have different stiffness. For N =1, (¢9,¢)? = 2p(0,¢)?* and the Y (p) part of the
Ansatz can be included in the Z;(p) term.
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The flow of Ux(p) (or Wi(p)) is deduced from Eq. (2.30) and reads
1
9U(p) = 5 [ 0Re(@)[Gra(a.p) + (N =DGia(a.p)]. (2:38)
q

For Z(p) and Yi(p), we use Eq. (2.31). The flow generates contributions at all powers in p to F,Ez)
one has to project the flow onto the Ansatz, using

Zi(p) = 0p2Tic,a(ps ) lp=0> Yi(p) = 0p22Tk,5(P> p)lp=o- (2.39)

The flow equations for Z;(p) and Y (p) are given for instance in [ 18, 32].
Upon integration of the flows, one obtains the effective potential U(p) = U=o(p). The position
of its minimum, p, = limy_.o po , indicates the phase. If p, = 0 the system is disordered with an

inverse correlation length £ = \/W;_0(0)/Z;-(0). Conversely, for p, > 0, the system is ordered
with a spontaneous magnetization /2p,.

What we presented above is the “full potential” DE, so called because no assumption is made
on Ui(p) Zk(p) and Yi(p). If we further approximate Y, (p) = 0 and Z,(p) = 1, we obtain the local
potential approximation (LPA). Allowing Z; (p) to be a number nets the LPA’. Also, it is possible
to truncate the DE by expanding the functions around the minimum p x, to keep track only of a
small set of coupling constants.

2.3.2 Critical physics and dimensionless equations

In this Section we explain how to study the critical physics of the model within DE. Most of the
remarks here will be relevant to other approximation schemes.

Second order phase transitions are characterized by scale invariance which translates into a fixed
point of the corresponding RG equations. However, even at criticality, the above flow equations do
not admit fixed point solutions for the functions Uk (p), Zx(p) and Y (p). The reason for this is that
the regulator introduces itself a new momentum scale k and explicitly breaks down scale invariance.
We thus rewrite the flow equations by introducing dimensionless variables and functions,

q=lal/k, p=2ck>"p, (2.40)
Uk(p) = kPUk(p), Zi(p) = Zi'Zi(p),  YVi(p) = Z kP Yi(p). (2.41)

In the above expressions Zj is a number, not to be confused with the function Z;(p). Aside from
Zy the dimensional factors come from trivial dimensional analysis. To understand the origin of
Z, recall that at the critical point and small p, G(p) ~ |p|>*", with # the anomalous dimension.
However, in the presence of the regulator, the theory is always infrared-regular and in the critical
regime one expects the propagator to scale like

k~"p* + Ck* for |p| < k,

Ip> for [p| > k, (2.42)

Gi(p)™ ”{

with C some constant (recall that at finite k due to the presence of the regulator the theory is massive).
Because of this, the field renormalization term Z;(p) (determined by the |p| < k behavior of F,SZ))
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scales like k" and has no fixed point.> We thus extract this dependency into Z; ~ k™", which we
define by imposing
Zi(pra) =1 (2.43)

for a certain arbitrary renormalization point prg, which may depend on k (in practice, one uses
either pg x or = 0). We define the running anomalous dimension by

o:InZy = —n;. (2.44)

Since the inverse propagators scale like Zj k?, it is convenient to define the regulator by

Ri(q) = Zik*r(q*/k?), (2.45)

with r(y) some dimensionless function (e.g. 7(y) = ay/(exp(y) — 1) for an exponential regulator).
The dimensionless flow equation for the potential read

0:Ux(p) = —DU(p) + (D =2+ 1) pUs(p) + k™9, Uk(p)l5- (2.46)

The first two terms come from the dimension of U (p) and p respectively, while the last one is the
flow of U (p) in dimensionful variables. Similar equations can be obtained for the other functions.
At criticality, the flow equations admit fixed points when expressed in dimensionless variables.
Note that, from a numerical point of view, it is also most of the time more convenient to handle
dimensionless equations, as their solutions remain nonsingular functions of order one as k goes to
0.

It is possible to extract the critical exponents from these dimensionless flow equations. At the
critical point in the critical regime (small k), #x reaches a plateau equal to 7 (within LPA, there is
no renormalization of the field and # = 0 by construction). To determine v, we remark that it is
the exponent that controls the speed at which the flow exits the critical regime. Because of this,
it is possible to show that, for a flow close to criticality, for £ <« k < pg (&' being the actual
inverse correlation length and pg the Ginzburg scale signaling the onset of the critical regime, see
also Chapter 3, Eq. (3.4)), po.x behaves like

Pok = Poc + CKY 41, (2.47)

with jy . the fixed point value and C some constant [21]. The same form is true for other quantities,
e.g. W(0). We extract v from this relation.

Values obtained for the critical exponents for the DE and other approximation methods are
listed in Tables 2.1 and 2.2.

2.3.3 LPA”

As explained in Section 2.3.1, the DE in general fails to describe finite momentum physics. For
example, even at criticality, only the small momenta behavior of the propagator in presence of the
regulator G;'(p) ~ p? + Ck? is obtained and the anomalous dimension has to be extracted from

3Note that within DE only the regime |p| <« k is captured and the propagator scales like G;'(p) = Zxp? + Ck* ~
k™"p? + C'k*. As we wrote in the previous Section an heuristic way to determine a quantity at a finite momentum p
is to stop the flow at a scale k ~ |p|; in this case as the mass term is negligible as k goes to zero doing so one recovers
the critical scaling Gl:ilp\ (p) ~ pl*".
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N DE LPA” BMW MC FT CB [33]
1 0.638 0.631 0.632 0.63002(10) [34] 0.6306(5) [35] 0.629971(4)
2 0.668 0.679 0.673 0.6717(1) [36] 0.6700(6) [35] 0.67191(12)
3 0.706 0.725 0.714 0.7112(5) [37] 0.7060(7) [35] 0.7121(28)
4 0.741 0.765 0.754 0.749(2)  [38] 0.741(6) [39]

5 0.774 0.799 0.787 0.766 [40]
6 0.803 0.836 0.816 0.790 [40]
8 0.848 0.866 0.860 0.830 [40]

10 0.879 0.892 0.893 0.859 [40]

100 0.989 0.990 0.990 0.989 [41]

1000  0.999 0.999 0.999 0.999 [41]

TABLE 2.1: Critical exponent v for the three dimensional classical O(N) universality class obtained in the
NPRG approach, from the full potential DE at order O(9?), LPA” and BMW approximation (results from
the author, obtained with the exponential regulator with & = 2.25), compared to Monte Carlo (MC)
simulations, (perturbative) field theories (FT) and conformal bootstrap (CB). The exponent has been
determined before within NPRG for most values of N, see e.g. [42] for the DE, [43] for the LPA” and
(44, 45] for the BMW approximation. For coherence we provide our own results, which are in agreement
with the above references.

N DE LPA” BMW MC FT CB [33]
1 0.0443  0.0506  0.0411 0.03627(10) [34] 0.0318(3) [35] 0.036298(2)
2 0.0467  0.0491  0.0423  0.0381(2) [36] 0.0334(2) [35] 0.03852(64)
3 0.0463  0.0459  0.0411  0.0375(5) [37] 0.0333(3) [35] 0.0385(11)
4 0.0443  0.0420  0.0386  0.0365(10) [38] 0.0350(45) [39]
5 0.0413 0.0382 0.0354 0.034 [40]
6 0.0381 0.0346 0.0321 0.031 [40]
8 0.0319 0.0287 0.0264 0.027 [40]
10 0.0270 0.0243 0.0220 0.024 [40]
100 0.00296  0.00289  0.00233 0.0027 [41]
1000 0.000296 0.000293 0.000233 0.00027  [41]

TABLE 2.2: Same as Table 2.1 but for the anomalous dimension #.
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the scaling behavior of Zj. A solution is given by the LPA” approximation, proposed earlier by
Hasselmann and collaborators [ 46, 47], who used it to determine the critical exponents of the O(N)
model [43], see Tables 2.1 and 2.2. The LPA” grants access to finite-momentum physics by offering
a momentum-dependent Ansatz for the effective action, close to that of LPA’, which reads

9= [ 3709+ 9 2,9)" + Uilp) (2.45)

with Ui(p) a function and Zj, Y, mere numbers (note that in standard LPA’ Y} is dropped; we
retain it here). Consider the first term, which we rewrite

fx%qs [~2:22]¢. (2.49)

. 2 . . .
We can promote the number Z to some function of —9° = 097, using a formal series expansion:

»/);%‘b -[-Zi(-0%)0%]¢, Zi(x) = ) zkx" (2.50)

n>0

Applying the same procedure for Y, one obtains the LPA” Ansatz

(6] = [ 3000 Zu(-)0,0+ {0 B+ Ulp). (a51)

The Ansatz is defined by U (p), a function of the field, and Z;(p?) and Y, (p?), functions of the
modulus square of the momentum (in the following we note for simplicity Z (p), Yx(p)). Similarly

to what is done within DE, their flow is obtained by evaluating 1“152) at po.x,

r , -T =0,

Zi(p) = k(P pok) ka,A(p PO”‘), (2.52)
r > =T =Y,

Ye(p) =2 k8(P>Pok) ~ Trs(p=0 Po,k)' (2.53)

PZ

This Ansatz includes arbitrary high-order derivatives of the field and thus allows for finite momentum
description of the physics. For instance, the propagator components read

Grr(p>p) = [Ze(p)P” + Wi(p) + Ri(p)] ™, (2.54)
GiL(psp) = [(Zk(p) + pYi(P))P* + Wi(p) + 20 Wi (p) + Ri(p)] 7 (2.55)

and at the critical point, for small momenta p,

Zi=o(p) o< [p|™", Gi=0,1(P> po) o< [p| 7" (2.56)

The LPA” is a hybrid between field truncation methods [28, 30] and DE. Indeed, the full field
dependence of the potential is kept, while the other functions do not depend on the field, but are
arbitrary functions of the momentum. The LPA” is qualitatively different from the DE, as no p
dependence of Z;(p) and Yy (p) is allowed. The main advantage of LPA” over DE is that it grants
access to finite momentum physics.
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Just like one can add higher order gradient terms to the DE, a systematic expansion of LPA”
possible by adding independent terms with higher powers of the field, for instance adding

[3(5) a6 zu-)000 (257

2\ 2

yields a contribution
P"P*Zin(P) (2.58)

to both inverse propagators.

2.3.4 The Blaizot-Méndez-Galain-Wschebor approximation

Here, we consider another approximation scheme, the Blaizot-Méndez-Galain-Wschebor (BMW)
approximation [44, 45, 48] which does not rely on an Ansatz for the effective action. Rather, we
obtain closed flow equations for the effective potential and I'(?). Let us start from the exact equations
(2.30) and (2.31). To close them, we need to find an approximate form for 1“153) (p+q,-p-—-q.¢)
and T ,54) (P, -P>9 -9, ¢) (up to a permutation of momenta; we also drop temporarily the O(N)
indices which are not relevant to the argument).

There are two ingredients in the BMW approximation. The first one is to notice that in the flow
equations the regulator 9,R,(q) plays the role of a ultraviolet regulator. Because of this, the main
contribution to the flow comes from momenta |q| S k; it is thus a reasonable approximation to set q
to 0 in the two above vertices (the propagators remain unchanged):

I (p+q-p.-q¢) > I (p.0,-p.¢), IV(p,—p.q-q.¢) > IV (p,~p.0,0,¢). (2.59)

The second ingredient is the exact identity [48, 49]

k ir.. 1,,(p1"")Pn)¢)
a¢i,,+1

Flgfrl)mml(pl, ce s P> 0, ‘/,) _

, (2.60)

which can be intuited by remarking that the derivative of F(") (¢) with respect to the field ¢ is akin
to the functional derivative of I‘,S") [¢] with respect to a constant field ¢(p = 0), which defines F("H)

(see Eq. (2.12)).#
Thus, within BMW, the closed flow equations read (we restore the O(N) indices)

2U(p) = 5 [ HRu(@Gui(a.9) (2.62)
3L (p. ) = / [8:Grs (9 6)195,,6, L (b 0)

*A rigorous proof is given by expanding the effective action around any constant field configuration ¢,

Z Z fdxl dx, [ (x1) = b, ][ i, (X0) — &, ]F,Eh) l(xl,...,xn;(}). (2.61)

noiy...ip

The left hand side does not depend on ¢; taking the derivative of the above expression with respect to ¢; yields the
identity.
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- f [9:Ginin (0 6) 109, TS, (P ) Goinis (P + @5 )95, T (0 9). (2.63)
This is not the end of the story. From (2.60) we notice that

I (p = 0,8) = 94,0, Un(p) = 85, Wi(p) + :6, Wi (p). (2.64)

Because of this, the flow of Wy can be obtained from either (2.62) or (2.63). Since approximations
have been made, these two equations do not agree. We chose to obtain the flow of W from the
formally exact equation (2.62) rather than from (2.63), which is approximated, and isolate the
zero-momentum components of 1",52):

Tr,a(p,p) = P*(1+ Yioa(p. ) + Wi(p),  Tin(pp) = P*Yis(pop) + Wi(p).  (2.65)

The flow of Y} 4 and Y p is then obtained by subtracting to (2.63) its p = 0 part.

Note that although BMW nets the effective potential and propagators with a good precision
(see Tables 2.1 and 2.2 for the critical exponents) it only provides little information on high-order
vertices since only F,E">2) (p,-p,0,...,0) is determined.

There are several ways the BMW approximation can be systematically improved. One is to
further expand the vertices around q = 0, e.g.

I (p+q-p-q.¢) > T (p,0,-p, ¢) + q- 3[T (p + ¢, —p> ~q, $) ]lqco- (2.66)

Another idea is to approximate T'(**1) and T'("*2) for some n > 2, to obtain closed flow equations for
Uy and T(=7) in a similar manner to (2.59). However, solving the resulting equations is a daunting
numerical task as high-order vertices do depend on several independent momenta.






Thermodynamics

Never underestimate the pleasure we feel from hearing something we already know.
— E. Fermi, cited by S. Weinberg.

In this Chapter, we study the thermodynamics of the relativistic quantum O(N) model for all
values of N > 1. We restrict ourselves to the case of two space dimensions, where the theory s strongly
coupled. We discuss the phase diagram of the model, as well as its thermodynamical properties and
universal scaling functions which characterize the transition. The phase diagram of the model is
well known [ 1] and its thermodynamics have been studied before our work [50]; we provide here
the best nonpertubative estimates of the universal scaling functions to date [51]. Relying on the
connection between quantum and classical statistical physics, we make a connection between the
thermodynamics of the quantum model and the critical Casimir forces arising in classical physics.
The outline of the chapter is the following. In Section 3.1, we recall the expression of the action of
the O(N) model, give the qualitative phase diagram and define the physical quantities of interest as
well as the universal ratios and scaling functions defining the thermodynamics, before explaining in
Section 3.2 what critical Casimir forces are and how they relate to thermodynamics. In Section 3.3
we provide the exact large-N results for the quantum thermodynamics. In Section 3.4, we determine
using a nonperturbative approach the thermodynamical properties of the two-dimensional O(N))
model for N =1, 2, 3 and compare our results to Monte Carlo simulations for classical spin models
in three dimensions. Finally, in Section 3.5 we discuss the possible observation of the computed
scaling functions.

Part of the work presented in this Chapter has been published [51].

3.1  Generalities

The model is defined by the action

1 1 To Up
S _ - 2, > 2. 2, 0 9 2 2) )
[91= [[5(79) + 5 (00) + S0+ {0(9) (3.1)

where x = (r, 7), ¢(x) is a N-component real field, 7 € [0, 8] an imaginary time with T = ! the
temperature. In this Chapter we only consider the model in d = 2 space dimensions. ry and u, are
temperature-independent coupling constants and ¢, the bare velocity of the field. The renormalized

27
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velocity of the field, defined precisely below, is denoted by c. In the following, we set ¢ = 1by
rescaling 7 by a c factor; restoring c if needed for clarity. The model is regularized in the ultraviolet
by a cutoff A.!

At zero temperature, for a critical value (. of the quadratic coupling r, (at fixed 14 and ¢,), the
model undergoes a second order quantum phase transition between a disordered phase (ry > ro.)
and an ordered phase (y < ro.) where the O(N) symmetry is spontaneously broken. The quantum
critical point at ry = ro. belongs to the universality class of the classical D = 3 O(N) model, with a
dynamical exponent z = 1 (this value follows from the space-time isotropy of the system at T = 0)
and the phase transition is governed by the three-dimensional Wilson-Fisher fixed point. The
zero-temperature disordered phase is gapped, with a gap 1, and a finite correlation length & = 1/ms,.
The excitation spectrum of the ordered phase depends on the value of N. For N = 1, the broken
symmetry is the discrete symmetry O(1) ~ Z,, and the ordered phase is also gapped. For N > 2, the
O(N) symmetry is continuous and there are N — 1 gapless Goldstone modes.

The Goldstone modes correspond to fluctuations of the field in the direction orthogonal to the
order parameter (transverse fluctuations). If one parameterizes the field as ¢ = ¢,(0, #), with ¢
and 7 the fluctuations in the longitudinal and transverse directions and ¢, the modulus of the order
parameter, the fluctuations of the field in the longitudinal direction are gapped at the mean-field level
and the transverse fluctuations are described by a non-linear ¢ model (NLoM) with the constraint
02 + % = 1. Within the NLoM, the Goldstone modes are effectively noninteracting at low energy,
and the effective low-energy microscopic action for the transverse modes reads

s[r)= 2 [ (@,m. (32)

This defines the stiffness (or rigidity, or helicity modulus) p;. It is a quantity associated with the
energy cost of twisting the direction of the field. In other terms, the propagator for the transverse
modes, given by ¢7 times the propagator of the 7 modes, is gapless and reads for p, w, — 0

. 5
Gr(p)iw,) = ————. )
(p ) p.(p* + w2) (3:3)

For d = 2, p, has the dimension of an energy and defines an energy scale in the ordered phase.
The corresponding length, & = ¢/p;, is the Josephson length which separates the critical regime
and the Goldstone regime: at scales larger than £}, the physics is dominated by the (effectively
noninteracting) transverse modes and governed by the action (3.2).

Another characteristic scale one can construct is the Ginzburg momentum scale [ 52],

pG ~ cuo, (3-4)

which signals the onset of the critical regime. Indeed, for instance at the critical point 7, at high
energy (p?+w? > p2) the Gaussian approximation remains qualitatively correct and the propagator
scales like Gy 1 ~ 1/(p? + w?) while in the critical regime p? + w? <« p the propagator develops an
anomalous dimension, Gy 1 ~ (p? + w?)(=2+1)/2,

Phase diagram

At finite temperature, it is possible to distinguish several regimes in the vicinity of the QCP, by
comparing the temperature T to either p; or m, (depending on whether at T = 0 the system is

'To maintain the Lorentz invariance of the action at zero temperature, the cutoff is implemented on both
frequencies and momenta in a covariant way.
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(a) Quantum Ising model. (b) Quantum XY model. (c)N > 3.

FIGURE 3.1: Qualitative phase diagram of the quantum O(N) model in two space dimensions. At zero
temperature, the symmetric phase is separated from the broken symmetry phase with long range order
(LRO) by a quantum phase transition at a critical value r(.. Crossover lines separate the quantum disordered
(QD), quantum critical (QC) and renormalized classical (RC) phases. For N =1 (left), the symmetry is
discrete and LRO persists at finite temperature, separated from the finite-temperature disordered phase
by a transition line belonging to the two-dimensional classical Ising universality class. Similarly, for N = 2
(center), there is a topological Kosterlitz—Thouless (KT) phase at finite temperature, separated from the
finite-temperature disordered phase by a transition line belonging to the two-dimensional classical XY
universality class. For N > 3 (right) there is no finite-temperature transition.

ordered or disordered). The phase diagram, which we represent in Fig. 3.1, strongly depends on the
dimension and we recall that here d = 2.

Aslongas T << my, temperature has little effect on the zero-temperature disordered phase: the
system, disordered at T = 0 due to quantum fluctuations, remains so at finite temperature, with a
gap m(T) ~ m, unaffected by temperature; this is the quantum disordered (QD) regime.

Above the zero-temperature ordered phase, the situation depends on N. The system is always
disordered for N > 2, in agreement with the Mermin-Wagner theorem. For N = 1 (respectively
N = 2),an ordered phase (respectively a quasi-ordered BKT phase) exists at small finite temperature
for ry < ro., separated from a higher-temperature disordered symmetric phase by a transition line
terminating at ry = ro. for T = 0. Near this finite temperature transition, the gap vanishes for
N =1lasm(T) ~ |T — T.|"»», with v; the three-dimensional Ising exponent; for N = 2, the BKT
phase is gapless and above T, near the transition the gap vanishes with an essential singularity
m(T) ~ exp(—A/\/T — T.), with A nonuniversal [53]. For N > 3 the system is gapped at any finite
temperature and the gap vanishes when T goes to zero like m(T) ~ exp[—47ps(T = 0)/(N-2)T], as
the physics is controlled by the Goldstone modes (in that case the system is described by a non-linear
o model [21]). In any case, in the high-temperature disordered phase above the zero-temperature
ordered phase, the low-energy physics of the model is that of the classical O(N) model in dimension
two, albeit with a renormalization of its coupling constants due to quantum fluctuations, hence the
denomination of renormalized classical (RC) regime. As in the QD regime, this picture only holds
for T < p, (T < my for the Ising model).

Let us now investigate what happens in the regime T > my,, p, i.e. at finite temperature above
the quantum critical point. The only relevant energy scale is the temperature. This implies that in
this regime, dubbed the quantum critical (QC) regime, scaling functions are defined by power laws
of the temperature. In particular the excitation gap has to scale like temperature, m(T) ~ T.
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It is possible to define crossover lines 1, ~ T and p; ~ T which separate the QC regime from
the QD (m, > T) and RC regimes (p, > T). As m, and p; vanishes like |ry — ro.|* at the QCP, the
QC regime widens as the temperature increases, hence the name of “quantum critical fan” for the

QC regime.

Energy scales and universal physics

The thermodynamics is defined by the long-wavelength physics which is entirely contained in the
free energy (and thus the partition function) in the presence of an homogeneous external source.
The free energy defines the equation of state; we now discuss its scaling properties in the vicinity of
the quantum critical point. This regime is defined by the fact that the characteristic length scales of
the system, the correlation length & ~ |ry — roc|™ and the correlation length in the time direction
&, ~ & (herein ourunits &, = £asz = 1) are large with respect to the microscopic length scales of the
model, such as A~! or the Ginzburg length p¢!. In that regime, the scaling hypothesis [21, 54] holds.
It predicts that, for any physical quantity X, since the singular behavior of X at the transition is due
to the divergence of £ and &, as well as finite-size effects at finite temperature (due to the presence
of a finite time dimension L, ~ 1/T), the singular part of X is given by a homogeneous function
of §, &;, L,, and any other parameter on which X depends, such as a magnetic field or an external
momenta. In turn, this homogeneous function can be recast as a function of the dimensionless
ratios of its arguments with, as a prefactor, £-[X], [ X] being the scaling dimension of X. The scaling
function is universal up to two multiplicative constants, one a prefactor of its argument and the
other a prefactor of the function itself.

Take for instance the susceptibility (two-point correlation function) of the classical Ising model.
Its singular part can be expressed, from the above scaling analysis, as

x(p, T) = A&7 x*(pé), (3.5)

with £ the correlation length and y*(x) and y~(x) two universal functions, the indices + and -
respectively denoting the disordered and ordered phase. The two amplitudes A* are not universal,
and depend on the microscopic details of the system. Remark that however, their ratio A+ /A" is
universal. An heuristic explanation is that the non-universal prefactors, being of the same nature, are
both “built” the same way, incorporating the same dependence on nonuniversal quantities. These
dependencies cancel when taking the ratio and the result is a universal number. To show it more
rigorously one remarks that all theories belonging to the same universality class are related to each
other by either a rescaling of the field or of the distance to the critical point [18, 55]. The ratio of the
two correlation functions being invariant under such transformations, the ratio of the amplitudes is
universal.

Let us go back to the quantum O(N) model. To L, and & correspond two energies, T and a
characteristic zero-temperature scale, A, which vanishes at the transition. In the symmetric phase,
we chose A to be equal to the excitation gap (inverse correlation length) m(ry — roc) ~ (ro — roc)?,
while in the broken symmetry phase, we define it as the gap in the disordered phase at the point
located symmetrically with respect to the QCP with a negative sign?, i.e.,

A =sgn(ry — roc)mo(|ro — 7oc|)- (3.6)

>This is a choice we make for convenience reasons. Another possible (more natural) convention for A would be
to define it as A = p,. As p;/A is universal both choices are equivalent.
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The scaling argument proves that the excitation gap m(T, A) at finite temperature in the critical
regime near the QCP is determined by a universal scaling function, depending only on the scaling
variable x = A/kg T (we restore kg and /),

m(T,A) = kBTFN(kBiT), (3.7)

using the fact that the regular part of m vanishes at the QCP. Technically, m is defined by two scaling
functions, one for each zero-temperature phase; with our convention for A, Fy(x) describes the RC
regime for x < -1, the QD regime for x > 1, and the QC regime for |x| < 1. In the phase diagram
(70, T'), going from x = —oo to x = +o0 corresponds to sweeping the parameter r, from —oo to +co
atfixed T > 0.2

We now turn our attention to the universal properties of the thermodynamics. They are encoded
in the free energy density W, whose singular part we denote W,. Unlike the regular part, W
displays universal scaling [21]. By dimensional analysis, as [ W] = d +1,

(kB T) d+1 ( A )
W,(T,A) =-N F , .8
( ) ( hc) 4 N PR (3 )
with Fy(x) a universal function, depending only on the dimension, value of N, and the phase of
the system (note that we rescale it by N to have a finite limit for N — 0).

The internal energy density € = o[ fW] /0 follows a related scaling form,

(kB T)d+1 A ,

e(T,A)=¢(T=0,A)-N — Iy ), In(x) =dFy(x) — xFy(x). (3.9)
(hC) kB T

Finally, the entropy (per unit volume) is the derivative of the free energy with respect to the temper-

ature, S = —9W/9T, and is defined by the the scaling function (d +1) Fy(x) — xF(x),

((k;ch)?zd [(d+1)fFN(kBAT) - ijTfIV(kBAT)]' (3.10)

We stress again that the scaling functions Fy(x), Fy(x) and 9yx(x) are independent of the micro-
scopic parameters co, 7o and uo. The latter only intervene indirectly through A and c.

Another universal quantity is the spin stiffness p; in the zero-temperature ordered phase, ex-
pressed in units of A. Note that since for N = 1 there are no transverse fluctuations p; is not defined.
For N > 3 the system is always disordered at finite temperature and p; is not defined for T > 0. For
N = 2 the stiffness is defined in the KT phase and, noting Tk the temperature of the transition, there
is a jump from p,(Tyr) = 0 to ps(Tr) = (2/7) Txr at the transition [56]. This jump is universal,
and independent in particular of the value of Tir (which can be tuned by r).

S(T,A) =N

3.2 Link with classical critical Casimir forces

Before examining in detail the thermodynamics of the quantum O(N) model, we first discuss
critical Casimir forces, in the context of classical statistical field theory. While these different
physical phenomena may seem completely unrelated, they are nonetheless linked by the celebrated
quantum-classical mapping, which is, in that case, more than a computational trick. The mapping
will also allow us to compare results derived from the three-dimensional classical model to our
computations for the quantum system in two dimensions.

3In presence of an ultraviolet cutoff A ry cannot be more negative than O(-A?).
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3.2.1  From the quantum Casimir effect to critical Casimir forces

The name “Casimir effect” is attributed to a range of phenomena in which a system is subject to
forces originating from its confinement. First, we briefly recall here what is the “original” Casimir
effect in quantum field theory, proposed by Casimir in 1948 [57]. Consider, in d space dimensions,
two perfectly conducting metallic plates of area L4~! separated by alength L, (L > L, ). Due to the
quantum fluctuations of the electromagnetic (EM) field, they experience an attractive force. Indeed,
temporarily restoring physical units, the Hamiltonian of the EM field between the two plates reads

A o
szk:hwk(nk+z). (3.11)

The sum here carries over all allowed momenta k. In the absence of the plates, all values are
authorized for k, whereas in their presence boundaries conditions impose a quantification on k:
the field vanishes on both plates. In the absence of EM field, the presence of the plates changes the
energy by an amount

AE(L)= > %— % (3.12)

k quantized K
Although each term is formally divergent, the difference can be regularized by noticing that in the
ultraviolet the plates will be transparent to the field and cutting off the sums accordingly. It can be
shown that when the cutoff is sent to infinity the difference converges to a number independent of
the shape of the cutoff, which can be determined with complex analysis formulas.
To this difference in energy corresponds a force per surface area, dubbed the “Casimir force”,

1 d[AE(L,)]

Je= T i (3.13)

It can be computed for various geometries of the plates and dimensions. Its general form can be
deduced by dimensional analysis. The relevant energy scale is ZicL ! while the relevant length scale
is L,, thus, by dimensional analysis

hic
fc= CW’ (3.14)

where the constant C has been determined by Casimir (C = —72/240 for d = 3). Note that the above
scaling argument alone indicates neither the magnitude of the force nor does it tell whether it is
attractive or repulsive and the computation must be performed to answer these questions.

After Casimir’s original paper, people investigated whether a similar effect could be found in
other systems. The key ingredients intervening in the Casimir effect are the quantum fluctuations of
the EM field (within classical electrodynamics the plates feel no force) and the fact that the EM
forces are long-ranged (this assumption is implicit, as obviously the photon is massless, but the
plates have to “know” about each other for any force to be felt). This led Fisher and de Gennes
to predict in 1978 the existence of a Casimir force in a confined system near a bulk classical phase
transition [58]. In this setting, thermal fluctuations play the role of quantum fluctuations, while the
divergence of the bulk correlation length ensures that the interactions are long-range. The Casimir
effect has been observed experimentally in binary mixtures [59] and liquid helium films [60, 61].

The mechanism is the same in essence as for the quantum electromagnetism phenomenon.
Consider a D-dimensional classical system confined in a film geometry of area A = LP~! (L is sent
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Quantum d+1 B ro—roe A Free energy Internal energy

Classical D L, T-T. &' Excessfreeenergy Casimir force

TABLE 3.1: Dictionary relating a confined classical field theory to the equivalent quantum field theory at
finite temperature.

to infinity) and thickness L, near its bulk critical temperature T.. Let us consider the free energy
per unit volume W. Switching back to natural units (% = kg = 1), we write

W(t, L) = Wy(t) + TL'gex(t, L.). (3.15)

Here, t denotes the reduced temperature (T — T.)/T., W, is the bulk free energy per unit volume
and We, = TLT'gex (¢, L)) the excess contribution from the presence of a boundary. The Casimir
force per unit area expressed in temperature units is

1 J[AL, Wex(t,L1)] _ 0gex(t, L)

T,L,)=-—— = 16
Jo(ToLu) = =70 oL, oL, (3.16)

As the regular part of the free energy is nearly independent of L, in the critical regime, a scaling
analysis near T, coupled to a finite size scaling analysis [51], predicts that gy has the universal
scaling form (for D < 4)

geX(T>LL) :LIL_DT(LJ./g)> (3-17)

with F a universal function, and & ~ |¢|~" the bulk correlation length. Hence, the scaling law of the
Casimir force is

fe(T, L) =L7P9(L, /&), 9(x)=(D-1)F(x) - xF'(x). (3.18)

3.2.2  Quantum-classical mapping and link with quantum thermodynamics

Now, let us consider a quantum phase transition in d + 1 = D dimensions belonging to the same
universality class than the above classical phase transition; that is, the zero temperature quantum
field theory (QFT) is described by the same low-energy action than the bulk classical field theory
(CFT). Note that this implies that the theory is relativistic (i.e., Lorentz-invariant, with ¢ playing
the role of a fictitious speed of light) at zero temperature and that the dynamical exponent z is equal
to one as the bulk CFT is presumed isotropic. At finite temperature, the time direction of the QFT
is singled out and has a finite width . Mathematically, the action is exactly the same as that of
the classical model in the presence of a confined direction (the time) of width L, (). Because of
this correspondence, the partition function of the quantum and classical models are identical, and
the universal quantities and scaling functions of both models are the same, although they describe
different physics; see Table 3.1 for a correspondence dictionary.

In particular, the scaling functions Fy and 9y of the free energy and the internal energy density
of the d-dimensional quantum O(N) model [defined by Egs. (3.7) and (3.9)] and the scaling
functions F and 9 of the excess free energy and the Casimir force of the D-dimensional classical
O(N) model [defined by Egs. (3.17) and (3.18)] are identical, up to a scale factor of N. Thisis a
remarkable result: completely different physical phenomenons, the thermodynamics of a quantum
system and the Casimir force in a classical system, are governed by the same mathematical functions.
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Thanks to this, the scaling functions of the Casimir forces in three-dimensional critical classical
systems can be compared to those of the free energy and internal energy in two-dimensional
quantum systems. We exploit this in Section 3.4.1 to compare the NPRG approach to classical
Monte-Carlo results.

Note that, contrary to the quantum model which has periodic boundaries conditions in the
time direction, the boundary conditions of the confined classical model have not been specified.
They are important as they define the universality class of the scaling functions. Thus to make
the correspondence, the classical system must have periodic boundary conditions in the confined
directions. Remark that our correspondence implies that the critical Casimir forces in a system with
PBCs are always attractive, as —9y, by definition (3.9), is proportional to the thermal energy, which
is positive. Conversely, the mapping shows that the results for three-dimensional classical systems
with periodic boundary conditions, unphysical at first sight, can be compared with experiments in
quantum systems.

3.3 Large-N solution

A first step in the quantitative study of the quantum O(N) model is to investigate the large-N
limit. In that case, the model is exactly solvable as the saddle-point approximation becomes exact.
We present here a sketch of the derivation and the results, which yield m (T, A) and the universal
functions Fo, and Fo; see [50] for a detailed resolution. To look into the large-N limit serves
several goals. First, we can establish rigorously the qualitative phase diagram detailed in Section 3.1.
Second, it brings some information about the finite-N physics, even though 1/N expansion remains
a perturbative method. Lastly, it serves as a useful benchmark to test approximations and numerical
solutions.

Let us present briefly how the results are derived. In this section, we use a cutoft A acting only
on momenta, and do not distinguish between the bare velocity ¢, and the renormalized one ¢ since
they coincide in the large-N limit. We start from the action (3.1), and introduce two auxiliary fields:
7, which will be equal to ¢?, and 1, a Lagrange multiplier which enforces this constraint. Indeed
from the identity

o) (3.19)

2

8(¢* - 1) o< /d)L exp(

we rewrite the partition function Z = [ D[¢] exp(-S[¢]) = [ D[¢, 7] 6(¢*> — 7) exp(-S[¢]) as

il 1 T u
7 o /7)[¢,T,)L]exp(—/xz((p2—7)+E(8H¢)2+EOT+ ﬁrz), (3.20)
il

Z o /@[fp,k] eXp(—/XE(8N)2+sz—%(ro—ﬂ)z]), (3.21)

where d,, denotes ™10 for 4 = 0 and V; for 4 = i > 0. In the last line we integrate out 7.

We single out the first component of the field and rewrite ¢ = (o, w) where o and 7 are respec-
tively the first and the next N — 1 components of the field. One may now integrate out the 7 fields
and then rescale ¢ - /N to obtain the effective microscopic action for the remaining modes

N -1

5 Tring™'(1). (3.22)

1 id 3
s[a.1]=N [ [-(w)z a3 e ro)Z] s
L2 20 2u,
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Here ¢! is the propagator of the 7 modes in presence of A,
g (xx') = 8(x—x')[-d +iM(x)]. (3.23)

In the large-N limit, S[o, 1] scales like N and the saddle-point approximation becomes exact:
the partition function function is given by the action evaluated at the fields minimizing the action.
Equivalently, the effective action is equal to the microscopic action. From this one can determine
the thermodynamics. In a constant field, 0% and m = c\/iA respectively correspond to the modulus
square of the order parameter and the excitation gap.* The ordered phase is characterized by ¢ > 0,
m = 0; the disordered phase by o = 0, m > 0, and at the QCP ¢ = m = 0. Let us now present the
results.

3.3.1 Zerotem perature

At zero temperature the critical coupling 7. takes a nonzero value ro. = —uyAc/247. In the disor-

dered phase the gap m, verifies

2
6mg LMo i(1’0 — Toc)- (3.24)
UgC 4 uy

By comparing both terms in the left-hand side of the above equation, one defines the Ginzburg
momentum scale pg = cu/247. This scale determines the range of the critical regime. Near the
critical point m, << pg, the gap scales like m oc (rg — o). As z = 1, we deduce a non-trivial value
for the critical exponent v = 1. Far from the QCP, my > cpg, we retrieve the mean-field result
mgy o< (ro — roc) /2. Our definition of A yields

A(ry) = 2;1—:[(1’0—1’06). (3.25)

We now discuss the ordered phase. m, = 0 and the modulus square of the order parameter is
2pg = —(6N/ug)(ro—roc), hence = 1/2 (thus by hyperscaling 7 = 2— D +23/v = 0). In the large-N
limit, the transverse propagator is not renormalized: Gr(p,iw,) = 1/(p? + w?) at low energy. Since
the stiffness is defined by G (p,iw,) = [2po/ps]/(p? + w?) (see Eq. (3.3)), one has

Ps _ 2po 1
= — = —, . 6
NA  NA 4n (3.26)

3.3.2 Finite temperature

At finite temperature, in the critical regime A, T << cpg, the gap m and the scaling function Fo,
defined in Eq. (3.7) by m(T, A) = TFo,(A/T) is given by

A 1 X

m(T,A) :2Tarsinh[%exp(ﬁ)], F..(x) = 2arsinh [E exp(z)]. (3.27)

From this, we highlight the three regimes discussed in Section 3.1 and illustrated in Fig. 3.1. They
are defined by comparing the two energies A and T, i.e. the ratio x = A/T to +1. Indeed, x < -1,

#i) is real and positive at the saddle point.
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|x| << 1and x > 1respectively correspond to the RC, QC and QD regimes. In these limiting cases

Texp(A/2T) forA<O, |A|> T, exp(x/2) for x «< -1,
m(T,A) ={2arsinh(1/2)T for |A| < T, Foo(x) =1{2arsinh(1/2) for|x| <1,
A forA>0, A>T, X for x > 1.
(3.28)

This illustrates the qualitative phase diagram of Fig. 3.1 (right). Indeed, we recover the expected
behaviors in the three regimes: in the QD regime, the system is gapped at zero temperature, and as
long as T <« A the gap is unaffected by temperature, m(T << A,A > 0) ~ m(T = 0,A). In the RC
regime, the system is disordered at finite temperature, but the gap vanishes exponentially as T goes
to zero. Finally, in the QC regime the gap is equal to the temperature with a universal prefactor,
m/T = 2arsinh(1/2) ~ 0.962424.

The function F.,(x) intervenes in the expression of the free energy, given by the action taken
at the saddle point. Because of this, the scaling function Fo (x) [defined by Eq. (3.7)] of the free
energy reads [50]

Foo(x) = —

2000~ L (07 # )+ F () Lis(e ) +Lis( )|, (29)

12

where ©(x) is the step function and Li,(z) a polylogarithm, given for |z| < 1 by

oo Zn
Lig(z) = ), —- (3.30)
n=1 n
Both F..(x) and F.(x) are represented in Fig. 3.2, together with NPRG-based determinations of
Fy(x) and Fy(x) for small N.
The limiting behavior of F, is given by

((3)/2r  forx «< -1,
Too(x) =22{(3)/5n for|x| <1, (3.31)
xe*[2m forx>1,

where ( is the Riemann zeta function; {(3)/27 ~ 0.191313 and 2{(3)/57 ~ 0.153051. For large x,
deep in the disordered phase, the gap is large and the free energy does not depend on temperature,
hence the exponential decay of Fo(x). For large negative x, the low-energy physics is governed by
the transverse fluctuations, whose dynamics is given by the nonlinear 0 model. Since the correlation
length is exponentially large, the thermodynamics is dominated by the N — 1 modes corresponding
to transverse fluctuations of the local order parameter (see the discussion in [50]), and the free
energy is given by that of N — 1 free two-dimensional bosons with a linear dispersion relation. An
elementary calculation then yields

Foo(x = —00) = {(3)/27. (3.32)

3.4 Nonperturbative determination

We present an approximation scheme based on NPRG to determine the thermodynamics of the
quantum O(N) model, namely the scaling functions and the universal ratio ps/A. First, we recall
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how to determine these quantities within the effective action formalism developed in 2.1. They are
given by the potential U(p) = T'(¢)/V (here p = ¢*/2 is the O(N) invariant, and V the volume)
and the retarded propagator G(p, iw,, ¢) = F®~1(p,iw,, ¢). In the disordered phase the excitation
gap is given by the closest pole to zero in the propagator evaluated at the minimum of the potential
po = 0, whereas in the ordered phase p; is determined by the low-momenta behavior of the transverse
propagator, see Eq. (3.3). The free energy density is given by ~U/(p).

Now, one needs to develop a NPRG scheme to determine U(p) and G(p,iw,, ¢). At zero
temperature, the two-dimensional quantum O(N) model reduces to the three-dimensional classical
O(N) model and all procedures discussed in Section 2.3 can be used directly. At finite temperature,
the situation is slightly more complicated. The space-time isotropy is broken and this has to be
taken into account. In particular, propagators and vertices that, at zero temperature, depend on a
three-dimensional momentum p now depend a two-dimensional momentum p and a Matsubara
frequency w, = 27nT.$

The derivative expansion scheme we exposed in Section 2.3.1 is sufficient for the study of ther-
modynamics. Denoting by k the renormalization scale, following the standard NPRG procedure,
we add a k-dependent regulator term,

ASi[¢] =%f ¢(=q, —iw,) - Re(q, w, ) $(q, iw, ), (3.33)

q,Wn

where the cutoff function Ry (q, w,) acts symmetrically on space and time, Ry (q, w,) = Rx(q? +
w?/c?), so that at zero temperature Lorentz invariance is preserved. We use the exponential regulator
(2-23). The renormalized velocity c, is defined below by Eq. (3.41).

We write the most general action respecting the O(N) symmetry at order two in the derivatives,

Tl6] = [ 57 (V)45 2(p) (3:6)+ L Yi(p) (§-V9) 4 VI () (6:9:4)+Uik(p). (3:34)

Note that, unlike in the Ansatz (2.35), there are two pairs of functions Z{(p) and Z(p), and Y{ (p)
and Y/ (p), to take into account the space-time anisotropy. At zero temperature, Lorentz invariance
is restored and Z (p) = Z(p), Y7 (p) = Y7 (p) (with ¢, = c5 =1). The propagators read

Gr(psiwy, p) ™' = p°Zi(p) + wp Zi(p) + Wi(p) + R (p? + w3 /), (3.35)
Gr(psiws, p) ™" = P*[Zi(p) + pYi(p)] + @i [Zi(p) + pY{(p)]
+ Wi(p) +2pW'(p) + Ri(p* + w3/ c}). (3-36)

The flow of Ui (p) is given by Eq. (2.30). That of the other four functions is determined by
projecting the flow of 1",52) )

. Tia(p=0,iwy,p) —Tka(p=0,0,p) . .
zi(p) = AR =010 ) TeaR=000) - gr() —5r (it =0, p)psr (337
1

Tes(p = 0,iws, p) - Tes(p = 0,0, ] ,
vi(p) =2 a0kl albZ0.00) () = 5 om (i, =0, p)lper (3:39)
1

A mundane consequence is that the computation time of the numerical resolution of flow equations is highly
increased. For instance Gyt depends on three variables, p, |p|, w,, rather than the two variables p and |p| at zero
temperature.
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The flow of Z} (p) and Y[ (p) is formally the same as that of Zx(p) and Yi(p) within DE at zero
temperature, notwithstanding that the threshold functions themselves are different as they involve
sums over Matsubara frequencies rather than integrals. The flows of Z{(p) and Y/ (p) involve dif-
ferences rather than a derivative, as w, can only take discrete values; at very small temperatures, it
reduces to a derivative. We recall that wy, = 0 and w; = 2nT.

Now, one has to write the equations in a dimensionless form, as is done in Section 2.3.2. Frequen-
cies are put in a dimensionless form using the velocity, @, = w,/(kcy). As in the classical model,
Z}(p) and Z{(p) incorporate the anomalous dimensions of the propagator. They are thus rewritten
following Eq. (2.41),

Zx(p) = 2 Z(p) Zi(p) = 2 Zi(p); (3.39)
with Z£, Z7 mere numbers. As in Eq. (2.43) Z£, Z} are defined using an arbitrary renormalization
point, which we chose to be g, such that Z:(5ox) = ZZ(po,x) = 1. From this, one defines two
running anomalous dimensions #; and 7 like in Eq. (2.44) by

dilog Z), = -1, dilog Z; = —1jy. (3.40)

The presence of two running exponents is due to the anisotropy of the model at finite temperature.

The velocity is defined by
c =\/Z;| Z}. (3.41)

At the QCP, lengths and times respectively scale like k™! and k=%, and thus ¢, ~ k*~!, which leads us
to define the running dynamical exponent z; as 0, log ¢ = zx — 1, and

L L

5 (3.42)

Zk =
At the zero-temperature QCP, this yields the critical exponents # = 7 and 7 = #j. Due to Lorentz
invariance, at zero temperature ¢ is not renormalized and # = jand z = 1.

3.4.1 Results

First, we determine at zero temperature the ratio p;/NA for different approximations. The re-
sult is shown in Table 3.2; the different methods are consistent both with existing Monte-Carlo
simulations [64—-67] and with the large-N result.

We now turn our attention to DE at finite temperature. The flow equations are solved numerically
using an explicit Euler method (see Appendix A) with 8¢ = =107 (¢ = In(k/A)), up =150 and A = 1.
We use a p grid of 80 points 0 < p < prax, Pmax = 8N; the integrals are computed with Simpson’s
method, with a step 84 = 0.02 and a cutoff Gimax = 6. The high precision of the integrals is necessary
as the change in the free energy with the temperature is a subtle effect. The sum over Matsubara
frequencies is cut for large frequencies by the regulator; when there are more than 30 frequencies
contributing to the sum it is a good approximation to replace it by an integral over frequencies.

The result for the scaling functions of the gap Fy and the free energy density Fy [defined by
Eq. (3.7)] for N = 1,2 and 3 as well as the large-N exact result are shown in Fig. 3.2. For small values

®In other contexts, the flow of quantities similar to Z} (p) are defined with a derivative with respect to w,, even
at finite temperature. In our case that choice leads to instabilities in the flow.
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N DE LPA” BMW MC ED
2 0.207  0.195 0.193  0.220[62] 0.17(2) [63]
3 0.147 0.140 0.137 0.114[62]

4 0.118 0.115 0.111
6 0.0935 0.0947 0.0903
8 0.0846 0.0876 0.0829

10 0.0810 0.0844 0.0803
1000 0.0795 0.0798 0.0796

TABLE 3.2: Universal ratio p,/ N A for the two dimensional quantum O(N) universality class obtained in
the NPRG approach, from the full potential DE, LPA”” and BMW (results from the author), compared to
Monte Carlo (MC) simulations and exact diagonalization (ED). The exact result in the large-N limit is
1/47 ~ 0.0796.

FN(.X) TN(X)
T 0.2, \ : ‘ ;
Jd N 1 T
0.15 |- - 7
0.1 brrsremzmgmmememe== 7
2 I % —
......... 005 | |
() o “—: 2 | | | 0 |
-4 2 0 2 4 e 2 2 0 2 1 ¢

FIGURE 3.2: Scaling functions Fy(x) and Fy(x) for the two-dimensional quantum O(N) universality
class obtained from the NPRG for N =1, 2, and 3, shown together with the exact solutions F, (x) and
Foo(x) in the large-N limit. The exact limit F(x << 1) ~ [(N —1)/N]{(3)/2m s given for N = 2 and 3
by black dashed lines.

of N, Fy and Fy differ significantly from the N — oo limit. In the QD (x > 1) regime, the limit
N — ocoisagood approximation; the gap at finite temperature is nearly equal to the zero-temperature
gap and the temperature-dependence of the free energy decays exponentially.

In the QC and RC regimes, this is no longer the case. The function Fy shows an inflexion point
for x close to zero and Fy has a local maximum for some value of |x| < 1.

In the RC regime, the behavior depends strongly on N. For N > 3, the gap is always finite,
but suppressed exponentially. For N = 2, it vanishes smoothly at a critical value x5 ~ —1.7 below
which the system is in the BKT phase. Note that DE fails to completely capture the physics of the
two-dimensional classical KT model: while the high-temperature phase is correctly reproduced,
the correlation length is always finite and there is no proper transition. However below a certain
temperature (with which we define the “transition”) one finds a line of quasi-fixed points implying
a very large correlation length; see [ 68] for a throughout discussion. For N = 1, the gap vanishes at
avalue x{ ~ —1.19, then rises again in the Ising ordered phase, which is gapped due to the absence of
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FIGURE 3.3: Casimir scaling function 9y (x) for the two-dimensional quantum O(N)) universality class
obtained from the NPRG (full red lines), compared to classical Monte-Carlo simulations of the correspond-
ing three-dimensional spin models (symbols). Violet triangles, yellow diamonds, green circles and blue
squares are respectively taken from [66], [67], [65] and [64]. Note that in [64], the overall scale of the
N = 3 scaling function was not determined. We have rescaled the MC data so that they satisfy the known
asymptotic value when x << -1, —=2(N —1){(3)/27; the rescaled function compares very well with the
NPRG result. The x — —oo result is given by dashed black lines.

Goldstone modes. For x — —o00, deep in the ordered phase, the gap at small finite temperature is
given by the zero-temperature gap the and F;(x) grows linearly while F;(x) decays exponentially
as one gets closer to T = 0.

The RC scaling of Fy(x) for N > 2 can be understood with the same argument than in the
large-N limit [see the derivation of Eq. (3.32)]. This means that Ty (x) is given by the large-N result,
up toa (N —1)/N factor, as in the limit N — co we identify N — 1 with N, and

©OFs

W(T < |A,A<0)~—-(N-1)—"—+
2n ¢?

(3.43)

From Ty we deduce the scaling function 9y of the internal energy density [Eq. (3.9)]. Thanks
to the link between the thermodynamics of the two-dimensional quantum O(N) model and the
critical Casimir forces of the three-dimensional model explained in Section 3.2, we compare in
Fig. 3.3 our NPRG result for N = 1, 2 and 3 to Monte-Carlo simulations for the equivalent classical
spin systems. For all three cases we find very good agreement between the NPRG and simulation
results. In particular, the non-monotonous form for 9y (x) is well reproduced and the amplitude
and position of the minimum of the scaling function are accurately predicted, with some small
differences between NPRG and simulations occurring in the region around x ~ —1, with the former
showing a more pronounced minimum for N = 1. Monte Carlo calculations predict the value of
the minimum to be about 9y_;,min & —0.32-36 with no consensus among the studies, while NPRG
predicts 9y-1 min to be closer to —0.4.7

7The determination of 9y(x) is done through the numerical differentiation of Fy(x), which is a source of
numerical noise, hence the uncertainty in the NPRG determination of 9x-1,min-
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Vacuum

'
t/U
FIGURE 3.4: Qualitative phase diagram of the Bose—Hubbard model. The integers inside the lobes indicate
the average number of particles (7i;) per site in the Mott insulator phase.

3.5 Comparison with experiments

As a conclusion to this Chapter, let us discuss the possible experimental observation of the thermo-
dynamics of the relativistic quantum O(N) model in bosonic gases trapped in two-dimensional
optical lattices [ 6-9]. We first describe the superfluid-insulator transition that undergo interacting
bosons in a lattice and show its relation to the O(2) model.

The physics of interacting bosons in an optical lattice is given by the Bose-Hubbard Hamiltonian,

A Aga Ay A U
H:_tZ(b‘:bJ—}_b;bl)—‘r?Zﬁl(ﬁl_l)_luﬁl (344)
(i,7) i

Here the indices i, j, denote the lattice sites, b} (respectively b;) denotes the operator that creates
(anihilates) a boson at the site i, and #; = b' b, is the particle number operator at the site i. The first
term describes the hopping between neighboring sites (i, j) with an energy ¢ and the second one
the repulsive interaction between the bosons at each site with an energy U > 0. We work in the
grand canonical ensemble and i denotes the chemical potential.

In the Hamiltonian (3.44), there is a competition between the hopping term, which favors
delocalization of bosons across the lattice, and the repulsive interaction which hinders transport.
The phase diagram of the model can be established at the mean-field level [Fig. 3.4]. Atlarge /U,
the hopping term dominates and the system is superfluid, with a finite portion of the bosons in a
delocalized state. For small ¢/U the picture depends on the chemical potential i, which controls the
average number of bosons per site (7;). For integer (7;) the ground state is insulating with a finite
energy cost to add, remove or move a boson from a site. If (7;) isnot an integer, even at very large
U a fraction of the bosons remain delocalized and the ground state is always superfluid. The order
parameter of the transition is the expectation value of the creation operator, (b;), which vanishes in
the insulating phase and is finite in the superfluid phase.

To study the quantum phase transition, one may write an effective low-energy action for the
system near the transition. This can be done through the standard path integral formulation® or

#In that case, one proceeds in two steps. First, using the coherent state path integral representation, one rewrites
the partition function as a functional integral over complex fields b; (7). Then, an additional Hubbard-Stratanovith
transformation is needed to decouple neighboring sites.
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phenomenologically, by performing a gradient expansion [ 1, 69].
The resulting action reads

T
Sese[v,v*] = / d*r i dry* (=ZsV?+ Zc0, — Va02 +10) ¥+ uglyl* + -+ (3.45)

where the dots denote higher-order terms. y(r, ) is a bosonic complex field, with 7 € [0,1/T]. The
effective parameters Z4, Zc, Va, 1o and u, can be related to the underlying microscopic parameters
t, w and U. As the microscopic parameter is tuned, the system undergoes a phase transition from an
insulating phase (with (y) = 0) to a superfluid one (with (y) # 0). Generically, the microscopic
effective action is not Lorentz-invariant, as evidenced by the presence of a single time derivative
term. However, the Z¢ term may vanish.

Let us now characterize when does Z¢ vanish. To do so, we exploit the U(1) invariance of the
Hamiltonian. Consider the local microscopic action

1T

Slv.y*l= | dry? (0 -y + V(v y"), (3.46)
with V a U(1)-invariant potential. S is invariant under the time-dependent gauge transform

y - ey, Yy > e ey, o uria(n). (3.47)

That property remains true when adding hopping terms to S. Thus, due to the U(1) invariance of the
Hamiltonian (3.44), Ses is invariant under the time-dependent gauge transform (3.47). This also
appears explicitly when deriving the action through the standard path integral formulation. That
invariance in turn implies that Z¢ and r, are related by the Ward identity Z¢ = —d,r¢.° This means
that Z¢ vanishes precisely at the top of the lobes in Fig. 3.4. At these points, the system displays
an emergent Lorentz symmetry and the transition is in the universality class of the quantum O(2)
model.

Let us explain how could the scaling function F, be measured in a gas of bosons trapped in an
optical lattice. In the grand canonical ensemble, F, (x) is the scaling function of the pressure of the
system. Indeed, the pressure P is the conjugate variable to the volume V of the system, and

VW]
p=-2"_-_qy 48
v (3.48)
as VW is the total grand potential. The regular part of the pressure depends weakly on the tempera-

ture at the quantum phase transition, which allows us to write near the tip of the lobes™

P(T,A) =P(T=0,A) +2(é‘;£zs ‘Fz(ij), (3.49)

The equation of state of a two-dimensional gas of bosons has already been measured in the
dilute regime [70, 71]. It turns out that the Mott insulator-superfluid transition away from the tips
of the Mott lobes (i.e. induced by a density change) is in the universality class of the dilute Bose gas.
Experimentally, the condensate is trapped in an harmonic potential, V (r). Within the local density

*Here and in the reminder of this section d,, denotes the derivative with respect to the chemical potential.
°See [ 50, 51] for a more detailed justification of this scaling law which has been confirmed through RG.
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approximation, the system is described by a position-dependent density p(r) and chemical potential
p(r) = u— V(r). By studying the tails of the condensate, where the interactions are assumed to be
weak enough so that the equation of state is that of an ideal Bose gas, one determines the temperature
T and the chemical potential y. That way, the authors of [70, 71] are able to measure in a single
experiment p(r) and y(r) for various r and thus p(u) for a range of y. From this, one may deduce
the universal scaling function of p (or of the pressure P as p = 9, P) as a function of y/kg T (in the
vacuum phase  is the single-particle gap as it is the energy needed to add a boson to the system).






Excitation spectrum

La meilleure des idées progressistes est celle qui renferme une assez forte dose de provocation pour
que son partisan puisse se sentir fier d’étre original, mais qui attire en méme temps un si grand nombre
d’émules que le risque de n'étre qu'une exception solitaire est immédiatement conjuré par de bruyantes
approbations de la multitude victorieuse.

— Milan Kundera, Le livre du rire et de l'oubli.

Having dealt with the thermodynamics of the O(N) model, we now study its dynamical prop-
erties. In this Chapter, we focus our attention on the spectral properties of the model at zero
temperature.

We shall examine the physics of the model in the ordered phase for N > 2 and for N = 1, which
are radically different. In the first case, the O(N) symmetry is continuous and the spontaneous
symmetry breaking associated with the phase transition gives rise to N — 1 gapless Goldstone
bosons. In addition to these, mean-field theory predicts the existence of a “Higgs” amplitude mode
corresponding to fluctuations of the norm of the order parameter. The existence of the amplitude
mode near the QCP when all fluctuations are taken into account beyond mean-field has been a
subject of debate, the resolution of which we contributed through our computation of the scalar
susceptibility, detailed in Section 4.1.

On the other hand, for N = 1 (which corresponds to the scalar ¢* theory) the symmetry
group O(1) ~ Z, is discrete and the symmetry broken phase is gapped. In 2 + 1 dimensions, a
classical argument predicts the existence of a bound state at an energy between the gap and the
multiparticle continuum, which has been corroborated by resummed perturbation theory and
observed numerically. In Section 4.2, we provide a nonperturbative calculation to study the existence
and the energy of the bound state in the vicinity of criticality for all dimensions between 1 + 1and
3+1

Part of the work presented in this Chapter has been published [72, 73].

4.1 “Higgs” amplitude mode

In the following, we focus on the zero-temperature limit, in which the action takes the form of the
classical O(N) model in D = d + 1 dimensions,

S[6] = [ 5(000)* + 292+ 2 (920, (+1)

45
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FIGURE 4.1: Sketch of the potential U(¢) = (r9/2)¢? + (uo/4!N)(¢?)? in the ordered phase for N =
2. Excitations around the minimum of the potential are represented by the arrows; the green arrow
corresponds to gapless transverse fluctuations while the red one corresponds to massive amplitude
fluctuations.

with a space variable x = (r, 7).

In Fourier space we identify the last component pp, of a momenta p in the classical model to the
Matsubara frequency w,, in the quantum model, pp = w,. A correlation function in the classical
model x(p) (p has D components) is identified to y(p, iw, ) in the quantum model (phas D-1=d
components), which yields the retarded dynamical correlation function y(p, w) = x(p,iw, —
w +10*). We shall use the notations y(w) or y(iw,) for the response function at p = 0, and the
spectral function y”(w) = Im[ x(w)]. In the following, we adopt the quantum language.

The concept of the amplitude mode in the ordered phase of the O(N) model can be easily
grasped from a mean-field analysis we now provide. In the ordered phase (r, < 0), the order
parameter ¢ = (@) is finite. Its modulus is ¢g = \/—6Nr/u,. For further convenience, we decide it
lies along the first axis. We rewrite the field as

o= (¢o+0,m). (4.2)

The mean-field susceptibilities, defined by the two components of the bare propagator evaluated at
the minimum of the potential, are

x(p.iw,) = (0(p,iw,) o (—p, —iw,)) = (p* + @y +2|re]) 7, (4.3)
x1(psiw,) = (m;(piwn ) i (—p, —iw,)) = (p* + w}) 7", (4.4)

which respectively correspond to fluctuations of the longitudinal component of the field o and
of the transverse component 7 (there is no summation over repeated indices in the definition of
x3). The N — 1 transverse modes are gapless (Goldstone bosons) while the longitudinal mode is
gapped, with a gap my = V/2A, A = \/m being the single-particle gap in the disordered phase at
the symmetric point with respect to the QCP. The ratio my/A is in fact a universal number, a result
which holds beyond mean-field. These excitations are schematically represented in Fig. 4.1.

Importance of relativistic invariance

As the above picture relies heavily on the shape of the “Mexican hat” potential, it is tempting
to believe that the existence of a massive amplitude mode does not depend on the kinetic term
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in the action. This is wrong. Consider, for instance, the Galilean-invariant action describing a
non-relativistic interacting Bose gas

2
Sly,y*] = f”w*(af—y— V?)Wg(w*w)z, (45)
with y a bosonic complex field. y is the chemical potential and g the interaction. The equation of
motion of y is given by the Gross—Pitaevskii equation. The low energy excitations in the superfluid
phase are gapless Bogoliubov modes, which couple density (amplitude) and phase (transverse)
fluctuations. This can be seen in the operator formalism: one writes ¢ = \/Eeié , with p the density
and @ the phase of the condensate. The phase and the density are conjugate variables, [, ] = i, and
thus correspond to only one degree of freedom, yielding the Bogoliubov mode. Hence, there is no
amplitude mode, despite the shape of the potential.

Link with the Higgs boson

The massive amplitude mode is often dubbed the “Higgs” mode due to the partial similarity with
the eponymous mechanism, which answers an apparent paradox in high-energy physics. A field
theory that describes fundamental forces (electromagnetism, strong and weak interaction) has to be
Lorentz- and gauge-invariant. These symmetries, however, forbid the presence of “massive” terms
for the gauge bosons (i.e., quadratic in the gauge field) in the Lagrangian of the theory. This is
incompatible with the experimental data which had shown W and Z bosons to be massive. The
Higgs mechanism [74-76] consists in the existence of a scalar field which couples to gauge bosons.
Upon spontaneous symmetry breaking, the scalar field takes a finite expectation value, thus giving
an effective mass to the gauge bosons. The excitation mode of the scalar field around its expectation
value is the celebrated Higgs boson observed at CERN [77]. In our problem, the field ¢ plays a
role analogous to that of the Higgs scalar field, and its gapped longitudinal excitation that of the
massive Higgs boson. There are, however, several differences. There is no gauge field that couples to
¢. Furthermore, the symmetry is continuous, hence the presence of transverse modes.

Before the prediction of the Higgs boson in high-energy physics, the existence of a similar
mechanism in superconductors had also been predicted [78] and observed [79-81], see also [82]
for a pedagogical discussion. In that setting, the amplitude mode corresponds to fluctuations of
the modulus of the superconducting gap. The equation of motion for BCS superconductivity is
second-order, enabling the existence an Higgs mode, as a consequence of an (approximate) particle-
hole symmetry (assuming the density of states is constant near the Fermi energy). The amplitude
mode in a superconductor may be hard to detect. First, since it does not carry spin or charge it does
not couple easily to external probes. Second, it may not be a well-defined excitation as it couples to
quasi-particle (pair breaking) excitations. It has been argued that the Higgs mode can nevertheless
be observed in systems where superconductivity coexists with a charge density wave (CDW) order.
On the one hand, the coupling between superconductivity and CDW lowers the Higgs mode energy
below the threshold for quasiparticle excitation. On the other hand it makes the Higgs mode Raman
active and therefore easily observable [ 80, 81].

Distinguishing longitudinal and amplitude mode

Above, we use indistinctly the terms “longitudinal” and “amplitude” mode to denote the fluctuations
of the field in the direction of the order parameter. This is somewhat imprecise as strictly speaking



48 CHAPTER 4. EXCITATION SPECTRUM

(a) Infrared-regular diagrams. (b) Polarization bubble.

FIGURE 4.2: Feynman diagrams contributing to the longitudinal self-energy at one loop order. Solid lines
represent the ¢ propagators, dashed lines the 7 propagators and dots the interaction. In the infrared
limit, the divergent polarization bubble contains the most pertinent contribution.

the amplitude mode corresponds to the fluctuations of the modulus (amplitude) of the order
parameter, which is a different excitation. At the mean-field level, both modes display a well-defined
gapped excitation, which is why the two modes are sometimes conflated. However, in cases where
mean field is qualitatively wrong, the two modes may display different physics. In Section 4.1.1, we
perturbatively determine the longitudinal susceptibility, which diverges in the infrared for d < 3,
contrary to what happens at the mean-field level. In that case there is no well-defined longitudinal
mode. In Section 4.1.2 we define and compute within perturbation theory the scalar susceptibility,
the response function of the field squared, which by contrast does not diverge at small momenta
and frequencies even in small dimensions and is thus the correct response function to examine in
order to (possibly) observe the Higgs mode.

4.1.1  Longitudinal fluctuations beyond mean field

Let us first discuss the longitudinal mode. Whether it remains a well-defined excitation in the
vicinity of criticality beyond mean-field is a nontrivial question. We discuss it in this Section
using perturbation theory; a NPRG-based study is presented later. The answer depends heavily
on dimensionality. In three space dimensions, the theory is controlled by a Gaussian fixed point
and renormalizes to a noninteracting theory: mean-field is qualitatively correct.” This has been
evidenced by experiments in quantum antiferromagnets [3, 83, 84], cold atoms [85] as well as
quantitative theoretical studies [ 86, 87].

By contrast, in 2 < d + 1 < 4 dimensions, the theory is controlled by the Wilson-Fisher (non
Gaussian) fixed point and the existence of the longitudinal mode is not guaranteed. In fact, it has
been believed for a very long time that no “amplitude” mode could exist [ 1, 88-91]. The argument
is that, if one studies perturbatively the longitudinal mode by expanding the action around the
minimum of the potential, cubic and quartic interaction terms appear, e.g. o7?, m*7?, etc. While
these terms are irrelevant for d + 1 > 4, they are crucial for the 2 < d +1 < 4 physics. This implies that
the coupling of longitudinal fluctuations to transverse modes is important and, as these modes are
not gapped, the massive longitudinal excitation decays into massless Goldstone bosons. Because of
that, the longitudinal mode is damped and cannot be observed.

Remark that, in the ordered phase, the system is described by a non-linear ¢ model (NLoM),
where 02 + 7% = 1, where we have rewritten ¢ = ¢,( 0, 7). Then for small fluctuations o ~ 1 - 72 /2,

'Up to logarithmic corrections in three space dimensions, which lead to a weak infrared divergence of the
longitudinal susceptibility.
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and, using Wick’s theorem,* the connected longitudinal correlation function is given by

iwm

1 N-1
¢(2)<0‘7)C|p,iwn ~ Z‘/’(Z)(”Z”z)lp,iwn = T‘b(z)/q (”i”i”—q,—iwm<7Ti”i>|p+q,iwn+iwm- (4-6)

In D < 4, the behavior of the last term at small p and w,, indicates that (o(p,iw,)o(-p, —iw,)).
diverges in the infrared like (w? + p?)(¢4~3)/2, in sharp contrast with the mean-field result (4.3).

Let us be more quantitative. To that effect we shall study the longitudinal susceptibility first
at one-loop order, within a weak coupling approach, then in the large N limit. Although these
approaches do not capture the small-N critical behavior they still do provide insight into the physics
of the ordered phase.

We shall start with the weak coupling approach. We develop the action around the mean-field
minimum. The full susceptibility of the o modes is given by

1
X(L)(P’ iwn)]_l - Z4(p,iw,)

1 loo

o (piw,) = [

(4.7)

where y{(p,iw,) is the mean-field susceptibility and £, the longitudinal self energy. Let us assume
that the self-energy remains small in the infrared, and expand the longitudinal susceptibility in
powers of the interaction. As is discuted below, this assumption proves to be wrong. One then has

11loo

xR (psiwg) = xp(psiwn) + [x1(Psiwn) 2o (psiw,) + O(ug). (4.8)

At the lowest order in the interaction, in the infrared, the diagram that contributes the most to X, is
the polarization bubble,

(prion) = [ 8@ iem) 14 (p-+ g ien +iwm), (49)
q,10m

given by the convolution of two massless 7 propagators. The bubble and other diagrams contributing
to X, are represented in Fig. 4.2. Unlike the other diagrams, I1° diverges in the infrared like (w? +
p?)(4-3)/2 at zero temperature. In d = 2

1

N

Replacing this into Eq. (4.8), one obtains that the longitudinal susceptibility i '°®® diverges in the

°(p,iw,) = for p, w, — 0. (4.10)

infrared like (w2 + p2)(?-3)/2, and in d = 2 its corresponding spectral function XILIOOP’ " behaves like
11
" (p ) ~ 0(0? - p?) [\ w? - p?
Note that the above expansion is ill-justified, since to expand in powers of u, the susceptibility
we have to assume that the self-energy remains small, which is not the case (2, diverges in the
infrared). In fact, this evidences the breakdown of perturbation theory in D < 4. For a more rigorous

*In the NLoM, the interaction is asymptotically weaker as the energy decreases and the Goldstone (transverse)
modes are controlled by a Gaussian (noninteracting) action at low energies. That the system is described by the
NLoM can be justified by NPRG: upon renormalization of the model in the ordered phase, the (dimensionless) gap
of the longitudinal mode diverges. Furthermore, the inverse of the position of the minimum of the potential (1/pg )
plays the role of the coupling constant of the NLoM and its f8 function is given by that of the NLoM [ 50].
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(a) RPA self-energy.

(b) Longitudinal susceptibility.

GL:

FIGURE 4.3: Diagrams in the large N limit. Dots and lines have the same meaning than in Fig. 4.2.

argument, let us consider the large-N limit. The self-energy is then exactly determined by the sum
of RPA diagrams (see Fig. 4.3),

g T ()
6 + upI°(p,iw,) ’

25 (priw,) = (4.11)
where my ¢ is the mean-field value of the longitudinal mode gap given by the pole in y?. (Note that
we incorporate nontrivial large-N effects in x{(p,iw,) = p? + w? + m}; o, as my o vanishes at a
critical value ro. # 0.) The susceptibility reads

1 1

(p,iw,) = . — = . (4.12)
m DGR i) =20 (prin) 6,

In the infrared IT° dominates all other terms and the longitudinal susceptibility behaves like

Up

2
6mH’0

yu(priws) = ——=—T°(p,iw,) ~ (], +p*) "2, (413)

xu is therefore completely dominated by the transverse fluctuations in the infrared. The physical
consequence of this divergence is that even if there were an excitation at some finite energy, its
corresponding peak in the spectral function would be broadened into a hard to detect shoulder. In
summary, the longitudinal response function does not display a well-defined resonance. In the next
Section, we show how, by contrast, the scalar susceptibility may display such a resonance. If present
and well defined, this resonance would correspond to an amplitude mode.

4.1.2  Finding the right response function

Although the longitudinal susceptibility does not allow to observe the amplitude mode, a recent
paper has suggested that the scalar susceptibility could be a good candidate to observe the amplitude
mode [92]. The scalar susceptibility describes fluctuations of the amplitude of the field, rather than
of its longitudinal component.

Let us give the intuition which leads to consider this spectral function before defining it. In the
ordered phase, fluctuations of the field around the order parameter ¢, can be parameterized in two
ways:

¢ = (o +0,m) = (¢ +1)Q. (4.14)
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FIGURE 4.4: Sketch of the spectral function of the longitudinal and scalar susceptibility deep in the ordered
phase. At small frequencies, the longitudinal susceptibility diverges like ™! while the scalar susceptibility
vanishes as w?. Because of this, the amplitude mode resonance at w = my is broadened and not visible on
the longitudinal spectral function, but may remain observable in the scalar spectral function. The dashed
lines for ys(w ~ my ) represent the two possible scenarios, with the scalar susceptibility either displaying
a well-defined resonance or not.

The first representation has been used in the previous Section. In the second one, Q is a unit vector
defining the direction of the field and n describes fluctuations of the amplitude of ¢ around its
average value ¢,. The difference between the two representations is akin to the difference between
Cartesian and spherical coordinates. Naively, one may think that examining the fluctuations of the
longitudinal component ¢ and the amplitude n would yield similar results. However, it is not the
case. Rewriting the action in terms of # and , one sees that the potential term depends solely on n
and the kinetic term becomes

(949)” = (9un)* + (¢ + n)*(9,2)". (4.15)

The amplitude-direction coupling #(9,Q)? contains two derivatives while there are none in the
longitudinal-transverse coupling o72. This means that the amplitude field couples weakly to the
Goldstone modes and one may expect the response function of the # field to be infrared regular.

Working with the unit constraint on the € field is not convenient. Rather than the n field
response function, we consider the scalar susceptibility,

K6(£ -1 7= ) = (9 (1. )92 (F. 7)) ~ (92 (r. 1)) (92(x', V), (4.16)

which is the correlation function of the square of the field ¢. The expected behavior of x;, compared
to that of the longitudinal susceptibility, is represented in Fig. 4.4. Whether or not there is a true
resonance at my reflecting a well-defined excitation remains however to be seen.

As for the longitudinal mode, it is possible to compute y; in the weak coupling limit. Due to the
coupling to the Goldstone modes, at low frequenciesin d = 2 x,(p, iw,) ~ (p? + w?)3/> does not
diverge. As the spectral function vanishes like y,(w) ~ w3, it is possible that the spectral function
presents a pronounced peak at a frequency close to my o.

Now, let us examine the large N limit. Expanding around the minimum of the field, it is possible
to relate y, to propagators (00?), (020?2), (07?), and so on, which are computed by summing the
RPA diagrams as was done for the longitudinal susceptibility [92]. One finds

2N (p? + 0?)ull’(p,iw,) + 6mf ,

o (p? + @) (uoI1°(p,iw,) +6) + 6miy (417)

xs(psiw,) =
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FIGURE 4.5: Large-N spectral function §/(®) in the ordered phase for various values of y. For small values
of y there is a sharp resonance at w ~ my o. As y increases the peak gets shifted to larger values of y and
is smoothed. For large values of y the peak disappears.

Let us perform the analytic continuation. We set p = 0 and iw,, = w +i0*. Then

N w3
"(w) = — ) .18
K@) = e ml )% + (1t0]48)20? (418)
Let us write this in a dimensionless form,
1 Y3
SI(~Y _ T
(@) = 4(@? -1)2 + 4920 (4.19)
with the dimensionless variables
@ = w/myy, y = uy/16mpy,o, 1(@) = x(w/mu,) /Nymp,o. (4.20)

The resulting spectral function is displayed in Fig. 4.5 for several values of y, which controls
the presence of a resonance. In the deep ordered phase, y << 1, the spectral function displays
a well-defined peak of width y at an energy of the order of my . Indeed, this corresponds to
the weak coupling limit, where the Gaussian approximation is qualitatively correct. For @ <« 1,
1/(@) ~ (y/4)®3, while for @ > 1, /(@) ~ (y/4) @7

By contrast, for y 2 1, which corresponds to the vicinity of the phase transition? (critical regime),
the resonance is washed out. In that case three regimes can be distinguished: for @ <y, ¥/(@) ~
(y/4)@3 fory' < @ <y, ¥/(®) ~ @/16y, and for @ > y, /(@) ~ (y/4) @

To summarize, these results indicate that the scalar spectral function may be a good candidate
for the observation of the amplitude mode. In particular, they agree on the infrared behavior of the
scalar spectral function, which vanishes as w?. However, these perturbative results are inconclusive
as to its fate in the vicinity of criticality for small N. The large-N approach indicates that there
is no Higgs mode in the critical regime, while the weak coupling limit claims the presence of a
well-defined amplitude mode. The two approaches yield opposite results.

3Indeed, y ~ pg/mo, with pg ~ uy the Ginzburg scale and my ~ mg  the single-particle gap at the symmetric
point in the disordered phase. The critical regime is precisely characterized by the condition m, << pg which means
that there is a broad range of scales at which the system is critical, see the definition of pg by Eq. (3.4).
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Since neither approach is valid in the vicinity of criticality at small N, it is necessary to go beyond
perturbation theory.

State of the art

Before detailing our own calculation of the scalar susceptibility and the results concerning the Higgs
mode, let us briefly present the state of the art at the time of our work [72]. It has been studied
though various techniques: next to leading order large-N [93 ], (Q)MC simulations [62, 94-96],
NPRG using a simplified BMW approximation [50], and dimensional expansion about D = 4. For
N = 2, these studies have shown the existence of an amplitude mode which persists arbitrarily
close to the QCP. However, there were some uncertainty regarding the precise value of the mass
(studies gave values between 2.2 and 3.1, in units of the single-particle gap in the disordered phase at
the same distance to the transition). Furthermore, several questions remained: what happens for
larger values of N, e.g. 3 or 4? Is there a signature of the amplitude mode in the disordered phase,
as predicted by some QMC studies [94]? The following study answers these interrogations. We
further detail our findings and compare our results to these references as well as to studies posterior
to ours in Section 4.1.4.

4.1.3 Nonperturbative computation of the scalar susceptibility

We shall now present a NPRG-based scheme to compute the scalar susceptibility at all momenta
and frequencies.

The first difficulty to overcome is that y; is a 4-point correlation function. As such, within the
usual effective action formalism, it would be related to high-order vertices depending on several
momenta I'®)(py, py, ¢), T (p1, p2, P3> ¢). Here and in the following, as we restrain ourselves to
zero temperature, we adopt the notations of the classical (2 +1)-dimensional O(N) model. Devising
an approximation to accurately compute these vertices is difficult and dealing with functions of
several momentum variables very challenging computationally. Instead of this, we shall use the fact
that y, only involves two space-time positions: it is the correlator of the composite ¢? field. We now
will demonstrate how the BMW approximation can be used to determine y;.

Let us introduce a new source h which couples to ¢2. In presence of an external field J, the
partition function reads (we go back to the notation x = (r, 7))

20,1 - [ Diglexp|-slgl+ [ (-9 ko). (+21)
Now, the average value of the field

SInZ[J, h]

53(x) (4.22)

¢[x), h] = {9(x)) =

depends on both sources. The source 4 allows us to compute the scalar susceptibility [defined by
Eq. (4.16)]

((xx) = 82In Z[J, h]

" Sh(x)oh(x) ' (423)

J=0, h=0
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Effective action formulation

The effective action formalism in presence of / is very similar to that developed in Section 2.1, as h

is treated as an external field. T is the Legendre transform of the free energy with respect to J (but
not h)

I[¢,h]=-InZ[) /] 9. (4.24)

In (4.24),] is a functional of both ¢ and h obtained by inverting (4.22). From I' we define the 1PI

vertices
8 n+m 1"

(nm) . :
I b (i 60 h) = s S e o)

The correlation functions evaluated at / = 0 and in a uniform field configuration are determined by

the vertices
F("m)({x} {yi}. ¢) = F(" M {xid vk ¢, ]| : (4.26)

h=0, ¢=const.

(4.25)

For h = 0 the vertices [("%) are the same as the vertices ") of the theory in the absence of the
additional & source. For instance, ['(>?) is the inverse propagator.

We recall that the response functions are determined by propagators taken at the minimum of
the potential, and longitudinal and transverse susceptibilities are given by

xL1(p) = GLr(p:po)- (4.27)

In the disordered phase (p, = 0) the single-particle excitation gap A manifests itself as a sharp peak
in the spectral function x{' () for |w| = A. y{ (w) vanishes for || < A. In the ordered phase the
stiffness p, (introduced in the Chapter 3) is defined by

xr(p—0) =~ —. (4.28)

As explained in Section 3.1 for two systems located symmetrically with respect to the QCP (i.e.,
corresponding to the same value of |ry — ro|) the ratio p;/A is a universal number depending only on
N as |rg — roc| goes to zero. Because of this, we use A as a characteristic energy scale in both phases.
Introducing 8 = ry — o the detuning from the transition, the energy scale is given by A = A(|d]).
Unlike in Chapter 3 with this convention A is positive in the ordered phase.

Inthe universal regime, near the QCP the susceptibilities x1,7(p) and the corresponding spectral
functions y{' (@) = Im[y.,r(p - (0,...,0, —iw + 0*))] take the dimensionless form

xur(p) = CA" jur(P), Xr(w) = CA2 i (@), (4.29)

where the dimensionless variables are p = |p|/A and @ = w/A. The exponent # — 2 stems from the
scaling dimension of the operator ¢(x), (D — 2+ #)/2. .r(p) and ¥{ (@) are universal scaling
functions which depend on N and the phase considered. C is a nonuniversal constant (depending
on o, ty and A as well as on the response function). §{ (@) is an odd function of @. At the QCP
Jur(p) ~ p7# " and i (@) ~ @727,

Let us relate the scalar susceptibility to the 1PI vertices. From (4.23) we deduce that

8°r[[h], ]

Sh(x)dh(x)|, (430)

XS(X_ x')=-
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FIGURE 4.6: Diagrammatic representation of the scalar susceptibility. Dots with # straight lines and m
wavy lines stand for the vertex I'">™) and full lines represent the propagator G = I'(2:0)-1,

where @[h] is the h-dependent order parameter for vanishing J and §/8h(x) a total derivative
acting both on the explicit 4 dependence of T and the implicit dependence on 4 in ¢[h]. As ¢[ 4]
extremizes I, i.e.

OT[¢, ]
o

=100 [g[n],n] =0, (4.31)

h=0, ¢[h]

one has

S°T[¢[h], k] (0,2 ' . (L) r 86:(y)
S = TV x4l A fyr,. [y L K oS (432)

To compute the very last term in Eq. (4.32) we remark that T"% [y; ¢[ 1], h] = 0; taking a functional
derivative with respect to h(x’) and inverting the resulting relation one finds

8(/_)1( ) 2,0) -1 I 1,1 ;=
50 g o

Finally we deduce
e(x=x) = T (x,x, §) + / , [y, 6) 1O (v v, OV, X 6), (434)
or, in Fourier space,
x(p) = TP (p.8) + I (p. ) [TV (p. )1} (p. ). (4.35)
This is represented in Fig. 4.6. The second term in the right-hand side of Eq. (4.35) is the one-particle

reducible part of y,. As h transforms as a scalar under O(N) rotations, vertices [(®2) and T(") can
be rewritten as

I (0. ¢) = 91f (b ), I (p,¢) = y(p.p). (4:36)
with f and y two functions of |p| and p. Thus
2po f2(P> po)
s == > + . 4.37
X (p) y(p PO) FA(p: PO) +2POFB(PaPO) ( )
In the universal regime in the vicinity of the QCP, x, adopts the scaling form
1:(p) = B+ AN (p), K (@) = ANl (@), (438)

with () and §/(@) universal functions (depending on N and the phase of the system) and 4, B
nonuniversal constants. 7" is an odd function of @. The exponent 3 —2/v (in d = 2) comes from
the fact that the composite operator ¢? has scaling dimension D — 1/v; this is deduced from the fact
that the relevant coupling r, has scaling dimension 1/v. At the QCP x.(p) — xs(0) ~ |p|*"*/* and
x(w) ~ w*~?". An estimate of v can be obtained from this scaling expression.
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FIGURE 4.7: Diagrammatic representation of the flow equations Flfl’l) and F,EO’Z). The flow of F,EM) is

shown in Fig. 2.3. The full lines stand for the full propagator (1",52) + Ry ) 7! at scale k, dots with # solid

m)

lines and m wavy lines for the vertex I“,E"’ , and crossed circles for 0,Rj.

NPRG formalism and BMW approximation

To determine the scalar susceptibility, one has to compute f and y or, equivalently, the vertices I'(*-?)
and I'™) at all momenta, in addition to the inverse propagator I'(3:%). To that effect we introduce the
NPRG formalism, following step by step Section 2.2, the sole difference being the presence of the
additional field 4. We define the k-dependent partition function and (modified) effective action,

= [ Dlglew [—sm -]+ /X 0-9+h9?)]. (439)
L] = ~InZe1.h] + [ 7-¢-8Si[g (440)

where AS[ @] is an infrared regulator term. Assuming that for k = A the fluctuations are completely
suppressed the initial condition reads

Ta[.h] = S[¢] - [ ke (4.41)

On the other hand Ty_¢[ ¢, h]| = T[¢, h] as Ri-o vanishes.
The flow equation

1
0.Tk[¢, ] = 5 Tr[a, R (T[4, h] + Ri) ] (442)
interpolates between k = A and k = 0. We recall the flow equations (2.30) and (2.31) for the

potential and the inverse propagator in a uniform field and vanishing » (where we drop, for the sake
of clarity, the ¢ dependences),

:l/atRk(q)Gk,ii(q)> (4.43)
or () = 5 [ [0:Guun @IS, (b -pra-a)

—fq[atGk,im(q)]Ff,f,Zl(q, P-4 P)Grinis P+ QT ren (P + -0, —p). (4.44)

The flows of the vertices T 150’2) and F,El’l) for a uniform ¢ and vanishing h, which we represent in
Fig. 4.7, are similarly derived

3,1 (p) = f (6:Gronir (@ITED. (D, -, -p)
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—fq[étGk,iliz(q)]F,f ) (@ -P-aP)Griui(P+ QT (P +q.-q,-p), (445)
1 -
oV (p) = 5 [ [0:Genn @I (@ - p )

- fq [0:Griin(@)IT (@ P~ 4. P)Groisie (P + QT (P + 9, -q, —p).  (446)

We close these equations by applying the BMW procedure described in Section 2.3.4. The BMW
approximation amounts to setting q = 0 in the vertices (but not the propagators) in Egs. (4.45)

and (4.46), which allows us to close the flow equations. For the vertices 1“152’1) , 1“153’1) and F,EZ’Z) the
approximation reads

&

reY (@ -p-a.p) = I3 (0,-p,p) = 95,1 (-p), (4.47)
[ (9 -0,P. ) = T3 (0,0,p,-p) = 34, T (P), (4.48)
(0 -ap,—p) = T (0,0, -p) = 0,6, T (). (4-49)
The new flow equations for F,EO’Z) and F,El’l) are
(1 1) (1 1)
oL (p )— [a Grini (@)194,,6, T (P)
- f[atGk,iliz(‘I)]a¢iz FIE,Z{SOi)(P)Gk,im(P +q) 0y, F,E,l;i)(p), (4.50)
q
1 ~
AT (p) =5 [ (G (@124,, 17 (P)
- [ TG (@196, T (9)Griia (B + 030, T (). (451)
q

Together with the flow equation of Uy (4.43) and that of F,EZ’O) (2.63), Egs. (4.50) and (4.51) form
a closed set of equations for the potential Uy and the vertices F,EZ’O) ) F,El’l) and FIEO’Z). From them, we
deduce the flow equations for Wy, Y 4, Yi 5 fx and yx which are given in [72]. The flow equations
for the additional functions f and yy involve the same threshold functions than those for Wy, Y 4

and Y 5. We define the field renormalization factor by

orey” (p.p)

pws =1+ Yar(p =0, o) (4.52)

p=0,p=po,k

k:

where we recall that Y, ; is defined by Eq. (2.65). Z; is defined at the minimum of the potential
rather than at p = 0. Although the latter choice yields simpler equations for # the former is preferred
as the point p = 0is not easily accessible in the ordered phase. Eq. (4.52) implies that

I (p = 0, pok) = Zep? + Wi(posk) (4.53)

“We remind that the potential Ui (p) is convex in the ordered phase. The approach to the convexity of the
potential is a source of numerical instabilities in the flow at small p. We further discuss how to deal with this
instability in Section 4.1.4 and Appendix A.2.1.
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so that in the ordered phase the stiffness is simply defined by p, x = 2Z;po . If we use Eq. (4.53) to
estimate the gap A in the disordered phase (where pg - = 0), we find

1/2

A= (Wk:o(o)) : (4.54)

Zi=o

The numerical solution of the flow equations show that this expression is in very good agreement
(with an error smaller than 1%o) with the exact determination of the gap obtained from the peak in
the spectral function x{’ 1 (w).

Large-N limit

In this Section, following [ 48], we show that the BMW equations become exact and can be solved
analytically when N — co. In this limit, I);[ ¢] is of order N and the field ¢ is of order v/N. This
implies that y; is O(N), Wy, Iy 4 and f; are O(1) whereas Ty p is O(1/N). It follows that

N
0 Yuy = ‘3’531% (4.55)

We drop here the p and p dependency of Y, x and remind that the prime denotes the derivative
with respect to p. We use the threshold functions defined by

Jim(Psp) = A[atRk(q)]GZ,‘Tl(q,p)Gk,T(p+q,P), Lo(p) =Tin(p=0,p).  (4.56)

Since Yy 4 = 0, we deduce Yy & = 0: the momentum dependence of the transverse propagator is
not renormalized in the large-N limit. The other equations then read

N
90 Wi = EIEI,’ 0l = NJE,EFE,B - Iz:grl,c,B’ (4.57)
TT N 11 T2 Norro,
Otfi = N3 filk,s — Elk,sz’ Oyk = Niafic = ?Ik,z)’k' (4.58)

To solve these equations, we set W = Wy (p) and use the variables (k, W) instead of (k, p) [48, 72].
Introducing the function gx (W) = p, one obtains

(wy=N_N 1 1 (4.55)
8k w2 Jg @+ W+Ri(q) @+W+Ry(q)) 459

We used g (W) = (3N/uo)(W —r,), which is true for Ty [¢] = S[¢]. This reproduces the known

result in the large-N limit [50] (see also Section 3.3). For R, (q) < o, we obtain an apparent dif-

ference with the exact result, which is explained by the fact that Ty [ ¢ ] is not given by S[ ¢ |. This does

not matter when one is interested in universal properties in the vicinity of the QCP: the microscopic

physics can be directly parameterized by I'y [ ¢ |, which we can choose to coincide with S[¢].
Using Iy,5 = t9/3N, fo = -2 and y, = 0 we obtain

1
Fk,B(p, P) = 3N N > (4'60)

" + E[Hk(p,p) —TA(p, p)]
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FIGURE 4.8: Spectral susceptibility y;(p) at the QCP for N = 1000 (solid line) compared to the exact
large-N solution with R, < oo (circles) and R, = oo (squares). We use arbitrary units for .

fi(p,p) = _%rk,B(P)P)’ Ye(p>p) = —% + (%\]) Ti5(ps p)s (4.61)
where
1 1
Ler) - | e T R@ T TRy )

We recover the large-N results (4.12) and (4.17) when R, (q) — oo and IT, — 0.

4.1.4 Universal spectral functions

We solve numerically the flow equations with uy = 200 and A = 1. We use a (p, ) grid of 80 x 200
points with 0 < p < prax, 0 < P < Prmaxy Pmax = 8 and prax = 6N. The flow equations are integrated
using an explicit Euler method with 8¢ = =10~* (t = In(k/A)), see Appendix A for more information.
In the ordered phase, to alleviate the difficulties caused by the approach to the convexity of the
potential, we switch to a dimensionful grid in p, and drop the flow of the points for small p when
the instabilities arise. This allows to continue the flow down to values of k of order k,,;, ~ 0.05A. A
more subtle way to handle this issue is discussed in Appendix A.2.1.

A momentum dependent function F(p) = Fio(p) (p = |p|), such as a two-point vertex or the
scalar susceptibility, is obtained from the approximation F(p) ~ Fi_,/5...(p) where k = p/pay is
the smallest value of k for which the dimensionless momentum p = p/k is still in the grid [0, pmax |-
We have verified, by increasing pmay, that the flow of Fy(p) for k < p/pmay is negligible (at least for
the functions of interest to us). This is due to the fact that, in the cases we are considering here, p acts
as an effective infrared cutoft, while only momenta of the order of k or smaller contribute to the flow,
so that the flow of the function Fi(p) effectively stops when k <« p. F(p) is analytically continued
to FR(w) using Padé approximants. Selecting M points p;, one constructs a rational function FF2d¢
such that F?24¢(p;) = F(p;) fori =1,..., M. We then approximate the analytic continuation of F
by that of F*24¢, which can be done exactly; see Appendix A.2.2 for more details. Note that in the
ordered phase, we cannot determine F(p) for values of p below kpin Prmax = 8kmin =~ 0.4A, due to
the method used to deal with the approach to convexity. This makes it hard to determine FR(w)
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FIGURE 4.9: Spectral functions i (@) and x/(@) in the ordered and disordered phase for N = 1000
(solid lines), compared to the exact large-N limit (symbols). In the disordered phase, the exact solution
for ¥/ +(@) o< §(w — A) is not shown.

for small w. On the other hand, in the disordered phase, the spectral functions we are interested in
vanish for w < A or w < 2A and there is no need to compute F(p) and FR(w) for p or w very close
to 0.

As a check of our procedure we first discuss the numerical solution of the flow equations in the
large-N limit where comparison with exact results is possible (see Section 4.1.3). Fig. 4.8 shows the
scalar susceptibility y;(p) obtained for N = 1000 at the QCP. Except for momenta near the cutoff
A, where a small residual difference due to the ultraviolet cutoff is present, we obtain a very good
agreement with the exact solution (4.61) in the limit N — oo taking into account the finite value of
R, (p). Forsufficiently small |p|, when IT_o (p) becomes very large, the scalar susceptibility becomes
independent of the initial value R, of the cutoff function. In any case, for universal properties, the
value of R, does not matter.

The spectral functions y}'(w) and y{ (@) are shown in Fig. 4.9 for N = 1000, in both the ordered
and disordered phases, in the universal regime near the QCP. Again, the agreement with the exact
results (including nonuniversal prefactors) in the limit N — oo is very good. This validates our
procedure to compute the momentum dependence of correlation functions as well as the Padé
method to obtain the spectral functions.

In the following, we discuss the NPRG results obtained for finite N, in particular N = 2 and
N =3.

Quantum critical point

We first solve the equations to determine ro. and the critical exponents v and 7, as detailed in
Section 2.3.2. Fig. 4.10 shows y1,1(p) and y(p) at criticality for N = 2 and N = 3. In the universal
regime |p| << pg, where pg is the inverse of the Ginzburg length &g ~ 247/u, we find y11(p) ~
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FIGURE 4.10: yr(p)/Ip|~® " and |xs(p) — xs(0)|/Ip]*~%/" at the QCP for N = 2and N = 3. The
normalization is chosen to have a ratio equal to oneat p — 0.

N from po  from y; MC CB

2 0.673 0.674  0.6717(1) [36] 0.67191(12) [33]
3 0.714 0.722  0.7112(5) [37] 0.7121(28) [33]
4 0.754 0.766  0.749(2) [38]

5 0.787 0.804

6 0.816 0.835

8 0.860 0.879

10  0.893 0.906

100 0.990 0.992

1000  0.999 0.999

TABLE 4.1: Critical exponent v obtained in the NPRG approach, from either p ; (see Section 2.3.2) or x;

[Eq. (4.38)], compared to Monte Carlo (MC) simulations and conformal bootstrap (CB) calculations.
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FIGURE 4.11: {1 1(p) and i (@) in the disordered phase for N = 2 and N = 3. The solid lines and
symbols correspond to different values of ry — ro.. We use arbitrary units.

|p|~2*". As for the scalar susceptibility, we find x;(p) ~ |p|? with 6 ~ 0.0345 for N = 2 and 6 ~ 0.230
for N = 3. If we use the expected relation 6 = 3 — 2/v [see Eq. (4.38)], we obtain v ~ 0.674 for N = 2
and v ~ 0.722 for N = 3, in very good agreement with our previous estimates of v based on the
behavior of py x in the close vicinity of the fixed point, see Table 4.1.

Disordered phase

Figs. 4.11 and 4.12 show j1,r(p) and j;(p) and their spectral functions in the disordered phase for
N =2and N = 3. The various curves, obtained for different values of ry — o, show a data collapse in
agreement with the scaling forms (4.29) and (4.38) expected in the critical regime. The excitation
gap A, deduced from the peak in the spectral function x{’ ;(w), is in very good agreement with the

approximate expression \/ Wi—(0)/Zx-o.

The spectral function y”(w) of the scalar susceptibility vanishes for |w| < 2A. Contrary to
previous conclusions based on QMC and NPRG [94, 95, 97], we find that y”(w) rises smoothly
above the threshold at w = 2A with no sign of a local maximum for w 2 2A.5 The authors of [96]
argued that in spite of the maximum observed above the threshold in their MC simulations, there is
inclusive evidence for a resonance at finite frequency in the disordered phase (the peak carries a
small spectral weight and its position is not very robust). We also note that no resonance is obtained
in the 4 — D expansion [98].

SAn argument in favor of the presence of an amplitude mode in the disordered phase has been proposed by
authors of [95]. The amplitude mode is excited by probing the system at intermediate energy scales, i.e. at finite
distances. In that case the system may “seem” ordered, in which case a trace of the excitations of the ordered phase
would be present in the disordered phase.
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FIGURE 4.12: () and 7 (@) in the disordered phase for N = 2 and N = 3. The solid lines and symbols
correspond to different values of 1, — ro.. We use arbitrary units.

N 3 2
NPRG BMW 2.7 2.2
NPRG [97] 2.4
MC [o6] 2.2(3) 2.1(3)
QMC [95] 3.3(8)
Perturbative RG [08] 1.64 1.67
Lattice QMC [oo] 2.6(4)

Exact diagonalization [100,101] 2.7(7) 2.1(2)

TABLE 4.2: Universal ratio m;/ A obtained from the NPRG in the BMW approximation. Also shown are
previous less precise NPRG results [97] as well as results obtained from (Q)MC [95, 96, 99], perturbative
RG [98] and exact diagonalization [100, 101].

Ordered phase

In Fig. 4.13 we show j;(p) and j/(®) in the ordered phase for N = 2 and N = 3. Again, we
observe data collapse in agreement with the scaling forms (4.38). For N = 2, we find a well-defined
Higgs resonance whose position w = my and full width at half-maximum vanishes as the QCP
is approached. For my << w << pg, we recover the critical scaling x/(w) ~ w*?%". Uptoa
nonuniversal multiplicative factor the shape of the resonance, given by the universal scaling function
x, is in very good agreement with the MC result of [ 62, 96]. The Higgs resonance is still visible,
although less pronounced, for N = 3. This observation disagrees with previous less precise NPRG
results [97] but agrees with the MC simulations of [62]. The universal ratio my/A, shown in
Table 4.2, is compatible with the MC estimates of [62, 96]. Since in the ordered phase we must
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FIGURE 4.13: Spectral functions ¥;(p) and §”(®) in the ordered phase for N = 2 and N = 3. The solid
line and the symbols correspond to different values of o — .. We use arbitrary units for y;.
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FIGURE 4.14: Log-log scale plot of §”(@) in the ordered phase for N = 2 and N = 3, showing the
asymptotic behavior (@) ~ @3 at low energies. We use arbitrary units.
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FIGURE 4.15: Spectral function 7/ (@) for various values of N in the ordered phase. We use arbitrary units
for ¥, and the susceptibilities are rescaled by 1/N.

stop the flow at a finite value ky,;,, we cannot calculate reliably the spectral function x!/(w) for
frequencies w $ kpin. Although for kyin $ @ $ my, our results are compatible with y/(w) ~ w?
(see Fig. 4.14), the low-energy regime w << A where the spectral function is completely determined
by the Goldstone modes is difficult to access. In Fig. 4.15 we show 7 (@) for N = 2, 3, 4, 5,10, 1000.
Only for N = 2 and (to some extent) N = 3 does a Higgs resonance exist.

Finally we show the longitudinal susceptibility f1 () and its spectral function };'(®) in Fig. 4.16
for N = 2and N = 3. For p — 0, the longitudinal susceptibility x;(p) diverges as 1/p as expected for
a two-dimensional system® (see Fig. 4.17). This effect prevents the observation of a well-defined
Higgs resonance in x;'(w). Nevertheless a broad peak, presumably due to the Higgs mode, can
be seen for w ~ my when N = 2 as evidenced in Fig. 4.16 (the position of the peak is observed at
w < my as expected). For N = 3, the peak has disappeared but a faint structure can still be seen.

4.1.5 Overview

We have studied the scalar and longitudinal susceptibilities in the quantum O(N) model using the
NPRG. Comparison with QMC simulations [62, 94-96,99], € = 4 — D expansion [98] and exact
diagonalization [ 100, 101] allows us to identify robust properties of the Higgs mode.

In the ordered phase, there is a well-defined Higgs resonance for N = 2 and to some extent for
N = 3. The spectral function y(w) has been determined both from QMC and NPRG. Although, at
the time of our study, there was some controversy regarding the value of the universal ratio my /A,
our results and those of posterior studies (referenced in Table 4.2) seem to indicate that its value is
close to 2.2 for N = 2 and 2.7 for N = 3, with a 10% uncertainty. In the disordered phase, there is no
Higgs-like peak in x/(w) above the absorption threshold.

There are two other important properties obtained from the NPRG that have not been studied
with MC or other methods so far. First, the Higgs resonance is suppressed for N > 4. Second, for
N =2 the Higgs mode manifests itself in the longitudinal spectral function y;'(w) by a very broad
peak.

®For N = 2, a numerical fit of 7}’ (@) gives an exponent close to 0.8 instead of 1. A possible explanation is that the
it (w) ~ 1/@ behavior is only visible at lower frequencies where our procedure fails.
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FIGURE 4.16: .(p) and }} (@) in the ordered phase for N = 2 and N = 3. The solid line and the symbols
correspond to different values of ry — 7.

%I‘\]‘:‘é”‘ T \\LNPF\{Gwé %N‘:g”‘ T T T T T %
10 L —Ale o F E

3 B ] B ]
N E E
= || E
L | I | | \: L Lol [ | -

0102 051 2 0102 051 2
@ 1)

FIGURE 4.17: Log-log scale plot of §;'(@) in the ordered phase for N = 2 and N = 3, showing the
asymptotic behavior 1y (w) ~ 1/w at low energies.

As a final remark, let us mention some experimental results. The study of the Higgs mode in
two dimensions remains a thoroughly investigated experimental topic. First, it has been indirectly
observed in an ultracold atoms setting [ 10], where a resonance at finite energy is measured but
the full response function remains inaccessible. It has been observed in superconducting films
near a disorder-induced superconductor-insulator transition (SIT) [102], where its signature lies
in the dynamical conductivity.” Alternatively, it has sparked recent attention in two-dimensional
antiferromagnets [4, 5, 103]. In these experiments, the system can be tuned close to criticality

7A disordered superconductor may be described by a network of superconducting islands separated by weak
links. The transition occurs at a critical value of disorder above which the system loses global phase coherence
and becomes insulating, while the local superconducting order parameter remains finite. The relevant degree of
freedom is the phase, and the transition belongs to the quantum O(2) universality class. We further discuss the SIT
in Chapter s.
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and the spectral function y/' is determined, although the agreement with our prediction remains
qualitative. As only the ordered phase is studied no value of my/A is given. Lastly, we note that the
Higgs mode has been observed in a Bose—Einstein condensate coupled to two optical cavities, which
realize the O(2) model [ 104]. As all sites are coupled, the model is effectively infinite-dimensional;
in that case the theory is described by mean-field. Nonetheless, the authors are able to observe the
real-time dynamics of the model, and determine the Higgs spectral function in the whole phase
diagram, recovering the mean-field value of my /A = V2.

4.2 Bound states of the Ising model

Let us now turn our attention to the Ising model, the universality class of which is described by the
¢* theory, the O(N) model for N =1 (in which case the vector field ¢ reduces to a scalar). As the
O(1) ~ Z, symmetry is not a continuous symmetry, the physics of the ordered phase are radically
different than that of the O(N > 1) models. The Mermin-Wagner theorem is no longer valid. The
lower critical dimension of the classical model is 1 and, in the two-dimensional quantum model,
the ordered phase survives at low temperatures. There are no Goldstone modes in the ordered
phase, which is fully gapped. We shall now study more accurately the excitation structure of the
model, close to the criticality, and, in particular, we will focus on the bound states of the model.
Their existence is made possible by the fact that the spectrum is gapped.

Bound states are excitations made of several quasi-particles with negative interaction energy
and which therefore do not decay into elementary excitations. A common case of bound states in
condensed matter physics is given by Cooper pairs in a superconductor. Low dimensional quantum
systems, such as one-dimensional antiferromagetic spin chains [105] and ladders [ 106-109] are
known to present bound states. Bound states are also important in the theory of nuclear forces [ 535,
110] and in quantum chemistry [ 111]. Focusing on strongly correlated systems, bound states arise
in the theory of strong nuclear interactions, QCD [ 112, 113] and in strongly correlated electrons
systems [89, 114, 115].

In the vicinity of its phase transition, the ¢* field theory brings a simple example of a strongly
correlated system. At low temperatures for the classical model, i.e. for large negative values of the
¢? coupling, a hand-waving argument predicts the existence of a bound state. Consider a lattice
ferromagnetic Ising model deep in the ordered phase. In the ground state all spins point in the same
direction. A single-particle excitation is fabricated by flipping a single spin, with an energy (in units
of the nearest-neighbor coupling) A = z, the lattice connectivity. By flipping a second spin, one
creates another excitation with a total energy 2A = 2z. If the second excitation is adjacent to the first
one, there are two less frustrated links (one for each spin) and the energy of the excitation is lowered
to M = 2z — 2: the two excitations form a stable bound state, whose energy threshold is below the
multi-particle continuum. This argument explicitly depends on the microscopic structure of the
model and is obviously not valid in the critical regime. In the following we study the fate of the bound
state near the phase transition. We recall that, at the transition, the single-particle gap vanishes.
Assuming the bound state remains an excitation of the system, its energy also vanishes. However,
the ratio M/A of the bound state energy to that of the single-particle excitation is a universal number.

In the quantum 1+ 1 case, or equivalently in the classical model with two spatial dimensions, the
integrability of the Ising model allows one to completely determine the bound state spectrum [ 116,
117]. These results stem from the conformal invariance of the theory at criticality. In the language
of the classical model, at criticality and in the presence of a small magnetic field, seven bound states
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are known to exist, two of them lying below the multiple particle threshold.® The ratio between the
energy of the first bound state and the single-particle gap is the universal number (1++/5)/2, which
has been experimentally observed in one-dimensional quantum magnets [2].

For the Ising model in three dimensions, the presence of a bound state in the symmetry-broken
phase close to criticality has been first detected by MC simulations [ 118, 119] which predicted
the ratio M /A of the energy of the bound state over the single-particle gap to be about 1.8. This
prompted the use of resummed perturbative calculations by means of a Belthe—Salpeter equation,
where the leading order yields 1.828, a result compatible with MC values [ 120, 121]. However, the
series is ill-behaved and the next-to-leading order leads to an unphysical value M/A < 0, suggesting
a strongly nonperturbative behavior for the ratio. The bound state was also detected in the two-
dimensional quantum Ising model at zero temperature within perturbation theory [122] and in an
exact diagonalization study [ 123 ] which predicted M/A = 1.84.

We shall now present a nonperturbative determination of the bound states in the symmetry
broken phase of the ¢* theory, for dimensions between D = 2 and 4. Excitations manifest themselves
as poles on the imaginary axis in the two-point correlation function y(iw,) = x(p = 0,iw,) =
(9(0,iw,)9(0,-iw,)). (we adopt the quantum formalism). In the infrared, it behaves as

A A

xi@n) =, A w2 (4.63)

and the bound states can be seen as peaks in the spectral function x”(w). One thus needs to
determine the correlation function at finite frequencies which is an important source of difficulty. It
can be shown that at any finite order of perturbation theory around a free theory the ratio M /A can
only be an integer [ 121], forbidding the observation of bound states. This problem remains in the
approximation schemes within NPRG where a gradient expansion is performed, e.g. LPA and DE.
This leads us to use the BMW formalism.

The remainder of this Section is organized as follows. In Section 4.2.1 we present the BMW
formalism applied to the study of the bound states, the numerical solution of the flow equations,
and the analytic continuation, before discussing the results in Section 4.2.2.

4.21 BMW formalism and numerical procedure

The BMW procedure is exactly that detailed in Section 2.3.4. In that Section, the procedure is given
for the O(N > 1) model, where the propagator has two components (transverse and longitudinal).
In the ¢* theory there are no transverse fluctuations and the propagator is a simple scalar, with no
internal O(N) matrix structure. The two-point vertex is defined by

I (p,p) = p>(1+ Y (p,p)) + W(p) + 20 W'(p), (4.64)

and the susceptibility is the propagator evaluated at the minimum of the potential,

x(iwn) = G(iw,, po) = [T (iw,, po)] ™. (4.65)

One constructs a k-dependent theory by adding to the microscopic action the regulator term
fq >9(q)Rk(q)¢(—q). By performing the BMW approximation on F,Ez’) and F,E4) one obtains flow
equations for Wy and Y. Note that the flow equations can also be determined from the O(N)

8 At the critical point in the absence of magnetic field there is no bound state.
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model in the limit N — 1, in which case F,Ez) is given by Ty x + 2pTs x and Yy by Yu i + 2p Y5 i. The
flow equations for Wy, Y4 x and Yp ;. are given by Eqgs. (2.63) and (4.43), see also [45, 72]. The
adimensionning of the variables and functions and definition of 7, are the same as that explained
in Section 2.3.2, again using the transverse part of the propagator I'y. That procedure had been
previously used to determine the momentum-dependent correlation function of the Ising model at
criticality and in the disordered phase [45].

If one neglects the nontrivial momentum dependence and set Y to only depend on p, in the
ordered phase, y™'(w,) only vanishes for w, = +iA,,

Ao = /2P0 Wiz (po) / Ye=o (o). (4.66)

In that case A is the excitation gap and there are no bound states. Within the BMW approximation,
this is no longer true and bound states may exist. The actual energy A of the elementary excitation is
close to (but, unlike what happens for N > 1, not equal to) A,. We keep A as a useful energy scale
as it needs not be extracted by analytic continuation.

The flow equations are integrated numerically using an explicit Euler method with a time
step ¢ = 10~*. For the momentum dependence of Y (p, ) we use a Chebyshev pseudo-spectral
approximation (see [124]) while the p dependence is tackled with finite elements. We study the
momentum dependence for p < P,y = 10 and keep from 20 to 50 Chebyshev polynomials, and the
p dependence for § < pmay = 10-14 with a step size 8p = 0.1. We use the exponential regulator (2.23)
and vary « to verify the stability of the results. Integrals are computed following the Gauss-Legendre
method, see Appendix A.2. A good numerical accuracy is needed for D < 3.

Asin the study of the Higgs mode, we estimate the function F,Eiz) (P, po) using the approximation

Ty (Ppo)  T2) o (pspo)- (4.67)

Since we study the ordered phase, we encounter at k << A, an instability due to the approach to the
convexity of the potential. We deal with this issue the same way we do in the study of the Higgs
mode, by switching to a dimensionful grid for p and removing small values of p for which W (p) is
too negative, see Appendix A.2.1. This method allows us to integrate the flow down to k =~ 0.1A,.

Once the flow is integrated, we perform the analytic continuationiw, — w+i0* by approximating
x(iw, ) by a Padé approximant, see Appendix A.2.2. We typically use 30 to 50 evenly spaced points
between wyin ~ Ag and wyax ~ 10A, to determine an even in w,, approximant, which is then exactly
analytically continued to the real axis.

For a given determination of the response function y(iw, ), we show in Fig. 4.18 several Padé
approximants in Euclidean space. Some special care is required when analyzing the results thus
obtained; indeed, as we are investigating a rather subtle effect in the spectral function (a sublead-
ing lorentzian), the results tend to be more sensitive to the approximations made. To check the
validity of this method, we vary the parameters N, w,;, and wy,, and compare about 20 different
approximants. While they all (almost) coincide for imaginary frequencies, they vary a lot more
when analytically continued, a signature of the fragility of the Padé procedure with respect to nu-
merical errors. All approximants show a remarkable agreement for the pole at w/A, close to 0.75A,,
corresponding to the single-particle excitation energy A where all curves are superimposed at this
pole. Among the approximants, we eliminate those that exhibit unphysical spurious behavior, such
as an additional pole at an energy w << A, or a splitting of the gap pole into two peaks of energy
around A. Furthermore, we eliminate approximants which present a gap more than 1% different
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FIGURE 4.18: Comparison of three different Padé approximants of (left) y(iw,) and (right) x”(w) in
D = 3. Left: we show in arbitrary units x(iw,) (full red line) as well as its fit by three approximants
(symbols). Right: the spectral function in arbitrary units obtained from the analytic continuation of
these approximants. The three approximants show two poles, one at a frequency A ~ 0.75A, whose
position is very stable and one other at a frequency M =~ 1.3-1.4A whose position depends slightly on the
approximants.

from the others. Depending on the dimension, between one fourth (D = 3) and one half (D = 2) of
the Padé approximants are rejected this way.

We observe that all the selected approximants present a single second pole at an energy M > A,
the value of M varying slightly from approximant to approximant (from 2% in D = 3 to less than
10% for D § 2.6). Depending on the dimension, we find two possibilities. In the first case, M 2 24,
and the pole corresponds to two single-particle excitations coupled to the multi-particle continuum
implying that there are no stable bound states. (In that case, as we use Padé approximants even in p,
it is impossible to observe the lifetime of the excitations.) In the second case A < M < 2A and a
stable bound state exists with energy M.

As an additional check of the accuracy of the analytic continuation, we have verified that the
position of the poles varies smoothly with the dimensionality of the system.

4.2.2 Results and overview

Let us start by discussing the results obtained in D = 3, where a bound state is clearly present in the
broken symmetry phase, and absent in the symmetric phase. The corresponding values of M/A are
displayed in Fig. 4.19 (left) as a function of ry — ro., where rq. is the value of the parameter r, which
makes the model critical. For a given value of the reduced temperature (which we identify with
ro — roc), the value of the ratio M/A varies slightly between different approximants, which is the
origin of the error bars shown in the figure. To test the accuracy of the method, we have also studied
the variation of the results with the parameter « in front of the regulator function. In all cases this
variation turns out to be much smaller than the error bars stemming from the Padé procedure.

Both in the universal regime ry = r,, as well as for smaller values of the quadratic coupling
ro within the non-universal regime, the ratio does not appear to vary significantly with ry. Using
a conservative error bar, we find M/A = 1.82(2), in agreement with previous results: 1.83(3) for
Monte Carlo [119],1.828(3) for the first order approximation of the Bethe-Salpeter equation [121],
1.84(3) for the results of perturbative continuous unitary transformations, and 1.84(1) for the most
recent and accurate results from numerical diagonalization methods [ 123].
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FIGURE 4.19: Left: values of the ratio M/A in D = 3 for several values of the reduced temperature,
corresponding to different values of ry — o measuring the distance to criticality. For each temperature,
the error bar indicates the extremal possible values obtained from the Padé approximants. Right: values
of the ratio M /A in the critical regime for various dimensions. For each dimension, the error bar indicates
the extremal possible values obtained from the Padé approximants. The shaded areas denotes the range
of dimensions for which it is certain there are no bound states.

Next, we study the evolution of value of the M /A ratio at criticality as a function of the dimension,
for 2 < D < 4. The ratio is a smooth function of the dimension, as shown in Fig. 4.19 (right). It is
found that there exists an upper and lower dimension, Dgg ~ 2.2-2.3 and D ~ 3.2-3.3, such that
for Dgg < D < Djq there is a bound state, whereas for dimensions outside this interval, there is none.
This is consistent with the fact that there are no bound states in D = 2 in the absence of a magnetic
field [ 117]. Furthermore, it shows that no bound state is to be expected in dimension D = 4.

We recall that for N > 1, due to the presence of gapless Goldstone modes, the existence of stable
bound states is ruled out. This is confirmed by our determination of the longitudinal susceptibility
in the ordered phase in D = 3 presented in Section 4.1.4.

To summarize, we studied the existence of a bound state in the ¢* scalar theory in all dimensions
between D = 2 and D = 4, and for a range of temperatures below the critical point. For D = 3,
our results are within 1% of the previous Monte Carlo and numerical diagonalization values, using
the BMW approximation of the Non-Perturbative Renormalization Group, which allows for the
determination of the full-momentum dependence of the spectral function both in the universal and
nonuniversal regimes. These results show once again the power of the BMW approximation for
dealing with non-trivial physics at arbitrary momentum scales, even in cases where the quantities of
interest require to perform analytic continuations of numerical data.






Transport

Hope clouds observation.
— F. Herbert, Dune.

In this Chapter, we study the transport properties of the O(N) model. Indeed, for N > 2, the
O(N) symmetry is a continuous symmetry and there are associated conserved charges, and thus,
currents. In the critical regime, near the zero-temperature QCP, the corresponding conductiv-
ity takes the form of a universal function, the determination of which has been a longstanding
question [89]. Its behavior in the quantum critical regime remains mysterious to this day.

To go beyond perturbation theory, three approaches, each with its own strengths and weaknesses,
have been used so far: Quantum Monte Carlo simulations [62, 125-130] (QMC), conformal field
theory (CFT) methods [128, 130-133], and holographic models [ 128, 129, 133-136] based on
the AdS/CFT correspondence. We provide here a NPRG approach to determine the conductivity
at zero-temperature, a first step towards its study at finite temperature.

The outline of this Chapter is the following. In Section 5.1, we introduce the conductivity of
the quantum O(N) model and give its definition, before discussing its general properties, based
on symmetry and scaling considerations, in Section s.2. Finally, in Section 5.3, we present a NPRG
scheme to compute the conductivity in the critical regime, and present and compare our results
with the literature.

Part of the work presented in this Chapter has been published [32, 137].

5.1 Introduction and definitions

We recall that the two-dimensional quantum O(N) model is defined at zero temperature by the
(Euclidean) action

1 To Up
s:f_a 2+ —9+ —(9%)% :
S5 0up)*+ 9%+ (97) (5.1)

where ¢(x) is an N-component real field, x = (r, 7) with r a two-dimensional coordinate, 7 an
imaginary time and we set /i = kp = 1. (In the following, we derive some expressions for generic
dimensions d; for applications we set d to 2.) ry and u, are temperature-independent coupling
constants and the (bare) velocity of the ¢ field is set to one. The model is regularized by an ultraviolet
cutoff A. In order to maintain the Lorentz invariance of the action at zero temperature, it is natural
to implement a cutoff on both momenta and frequencies.

73
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In this Section, we define the conserved charge associated to the O(N) conductivity. For N > 2,
the symmetry is continuous and there are indeed conserved charges and associated currents, as
stated by the Noether theorem. The physical interpretation of these conserved quantities — an
internal angular momentum — is not straightforward. For that reason, we chose to first present it
with the Hamiltonian formulation in Section 5.1.1, before redefining it in the more convenient for us
field-theoretical language in Section 5.1.2 and defining the conductivity from the linear response
theory in Section 5.1.3.

5.1.1  Hamiltonian formulation

We recast the action (5.1) into a quantum Hamiltonian formulation. We start by going back to real
time. The Lagrangian of the theory reads

L= [ dira, 1=2(29) - 5(V) - U(¢?/2) (5:2)

with Z the Lagrangian density and U the potential. The momentum 7 conjugate to the field ¢ is

defined as
01

7'[(1‘) = m (5-3)

and the Hamiltonian is given by

H-= / dr [m-0,9] - L= /d“lr%ﬂ2 + %(V(p)2 +U(¢?/2). (5.4)

With canonical quantization we promote this classical Hamiltonian to a quantum one,

. L, 1,_, .
H-= fddr§ﬂ2+£(V(p)2+U((p2/2), (5-5)

where ¢(r) is a N-component real operator field defined over a d-dimensional space and 7 its
conjugate field, [7;(r), ¢;(r") ] = —i8;;6(r —r'). The Hamiltonian is invariant under O(N) rotations
in the internal space, ¢ - ¢’ = 0§, # - #' = Oft; the commutation relations are preserved. This
incites to define an angular momentum, L(r) = #(r) - T¢(r), where T is a skew symmetric matrix,
by analogy with the angular momentum of a quantum particle p x £. The conjugate variables ¢ and 7
play the role of position and momentum while T is analog to the cross product (we explain it further
below in Section 5.1.2). As defined here, I is a scalar. However, as there are N(N —1)/2 possible
independent choices for the skew-symmetric matrix T, there are as many conserved quantities.

Due to internal rotation symmetry, [ dr L commutes with the Hamiltonian and is thus a global
conserved charge. Locally, its time evolution is given by the continuity equation

oL . R
i) =V (s.6)

where we have defined the currentj = V¢ - T¢. Defining j, = L and 9, = 9, the continuity equation
is rewritten as

a#jﬂ =0. (5-7)
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Let us now give interpretations of the current and conserved charge for N = 2 and 3. For N = 2,
there is only one single independent skew-symmetric matrix, which can be chosen as minus the
antisymmetric tensor €;;, and we find

i[9 9,0 - (0,9°)9], (:8)

where we define § = (¢, + i, )/+/2. We thus recover the standard expression of the current density
of bosons described by a complex field §. Remark that, however, the conserved charge, the density,
is not given by the usual expression, §*{, but rather by —i[¢* 0.y — (9.y*)¥]. This is due to the fact
that the bosons display relativistic rather than Galilean invariance. For N = 3, the three possible
choices for T are T*? = —i$3, T® = iS? and T?® = —iS!, where (S, $2, $*) are spin-one matrices:
>.;(87)? = 2and [§/, S¥] = iej; S'. The three angular momenta can be mapped to the coordinates
of an angular momentum vector L in the spin space and the current corresponds to a spin current,
ji, = —i€ijk(9,9;) @x. This expression agrees with the continuum limit of spin currents defined in
lattice models [ 138]. This mapping does not hold for N > 4.

5.1.2 Gauge field

Having introduced the angular momentum and current in the Hamiltonian formulation, we now
give it in the field theoretical formalism. The action of the D-dimensional O(N) model is invariant in
the global rotation ¢’ = O¢@ with O € SO(N) a uniform rotation. We can make this global invariance
alocal one by introducing a gauge field A, in the action:

1 7o Ug
S = /XE(BMP - qA9) + gfpz + E(fpz)z. (5.9)

WEe set the charge g equal to unity in the following (it will be reintroduced in final expressions
whenever necessary). A, is a x-dependent skew-symmetric matrix of the Lie algebra so(N). It can
be written as

A, = ASTY, (5.10)

where {T%} denotes a set of so(N) generators made of N(N — 1)/2 linearly independent skew-
symmetric matrices (see below). The action is invariant in the local gauge transformation

¢' = Og, A, = 04,0 +(2,0)07, (5.11)

where O is a space-dependent SO(N) rotation. (Note that, stricto sensu, gauge invariance is satisfied
only if it is not broken by the UV regularization. We shall assume here that this is the case and come
back to this issue in Section 5.3.)

We do not consider A, as a dynamical gauge field but rather as a mere external source which
allows us to define the current density

oS

A )’ (5.12)

Ju(x) = -

To alleviate the notation we do not indicate the dependence of J¢(x) on A. From the action we
obtain

Ji=jn-Aue-Tg, Ja=0.9 T, (5.13)
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where j§ and —A, ¢ - T*¢ respectively denote the “paramagnetic” and “diamagnetic” parts of the
current density. Eq. (5.13) can also be derived from Noether’s theorem. In the two-dimensional
quantum O(N) model, j* = (4, j4) corresponds to the current density (in the absence of external
gauge field) defined in Section 5.1.1, whereas jé, after a Wick rotation z = 7 — it, gives the conserved
charge (angular momentum) density L* = —ij¢ = —9,¢ - T%¢ [89].

Lie algebra of rotation matrices

The skew-symmetric matrices { T} can be chosen as any basis of the special orthogonal Lie algebra
so(N). They satisfy the commutation relations

[Ta> Th] :fabcTC> (514)

which define the structure constants f,;.. The structure constants are real and antisymmetric under
permutation of indices: fupc = = foac = — fepay €tc. A convenient basis of so(N'), which we retain in
the following, is

Tlﬂfz—él,i(?],j+81,j8],,~, (5.15)

where the integers I and J satisfy 1 < I < J < N. TY is the generator of rotations in the plane (I, J).

5.1.3 Linear response and conductivity

Now, we define the conductivity by the response function of the current to an external gauge field,
in a similar manner as the conductivity in classical electrodynamics. To leading order in A, the
mean-value of the current density is given by

(2(0) = [ Kib(x=x)Ab(x) + 0(42), (5.16)

where

_ 6*InZ[A]
dAS (x)8AL(x") A:O,

(5.17)

with Z[A] the partition function in the presence of the external gauge field. Differentiating twice
the free energy gives

Kev(x—x') =I5 (x = x') = 8,,0(x - x') (T“(p- Th(p>, (5.18)

where
i (x - x') = (j2 () 12 (x)) (5.19)
is the paramagnetic current-current correlation function.

In the quantum model, the response to a uniform time-dependent gauge field is given by
Kib(iw,) = Kgb(p = 0,iw,) and the frequency-dependent conductivity is equal to

. L.
ol‘jf(lwn) = —w—nKij(lwn). (5.20)
The real-frequency conductivity is thus defined by

1
ab _ abR
o (@) = —i(w+i0+)K’” w), (s5.21)
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where Kg®(w) = K¢t (iw, — @ +i0%) denotes the retarded part of K} (iw,,).

For N = 2, the conductivity tensor reduces to a single component defined by the current-current
correlation function obtained from the usual definition (5.8).

For N = 3, the conductivity can be interpreted as the response of the current to a time-dependent,
spatially-uniform magnetic field gradient VH*(r, 7):*

(]Z) = ot (w)0,H" (5.22)

To show that the definitions (5.20) and (5.22) are equivalent one uses gauge invariance to transform
the space- and time-dependent magnetic field H* into a spatially constant time-dependent gauge
field A, [1]. The same formulation exists for N # 3 but in that case H® can no longer be interpreted
as a magnetic field.

5.2 Properties of the conductivity

Having defined the conductivity, we now discuss its properties. First, in Section 5.2.1, we use
general considerations to express the components of the conductivity in both phases and define
the universal scaling functions which characterize it. Then, in Section 5.2.2, we define the effective
action formalism and derive Ward identities for the conductivity.

5.2.1 Generalities

We begin with some elementary remarks on the properties of conductivity. Due to space-time
symmetry, the tensor is diagonal in space, 04? (w) = 8,,0*(w). Furthermore, as a consequence of
the O(N) invariance, the conductivity tensor is invariant under rotations in the skew-symmetric
matrix space, as such a rotation can be compensated by a corresponding rotation in spin space.
Because of this, there are at most two independent components to the conductivity tensor, just
as there are at most two independent components to the propagator. We establish properly this
statement in Section 5.2.2.

In the ordered phase, for N > 3 the conductivity tensor has two components, 04 (w) and 03(w),
corresponding respectively to generators of rotations acting on the order parameter ¢ (the rotation is
said to belong to class A) and generators of rotations around the order parameter (class B generators),
ie.

T%¢ + 0 for a € class A, T%¢ = 0 for a € class B. (5.23)

Assuming the order parameter lies along the first direction, ¢; = \/2pod1; and using the basis (5.15),
class A generators are the N — 1 matrices T" with 1 = I < J (generators of rotations in planes in
which lays the order parameter) and class B generators are the (N — 1)(N — 2)/2 matrices TV with
1< I < J (generators of rotation in planes orthogonal to the order parameter). Remark that for a
generic basis T the conductivity tensor is not necessarily diagonal. For N = 2 there is only one
so(N) generator, which belongs to class A.

Since A, enters the action in the gauge invariant combination D, = d,— A, its scaling dimension
at the QCP must be [A,] = [9,] = 1. From Eq. (5.17) it follows that [K(iw,)] = d — 1 and

a

"In the path integral formalism the magnetic field couples to the field through d.¢; —~ d.¢; - iH*Tj;¢;. H*
causes a precession of the ¢ field.
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[0(iw,)] = d — 2. Ford = 2, in the vicinity of the QCP the conductivity satisfies the scaling
form [139, 140]

o(w) = 02 (8) , gap(@) = 0gZ2" (9) ) (5-24)

A A

where 2, is a universal scaling function, A a characteristic energy scale and the index +/— refers to
the disordered/ordered phase. Here, g = ¢*/h is the quantum of conductance and g the charge;
setting g to unity, oq = 1/27 in natural units. As in Chapter 4, in the disordered phase A is the
excitation gap, and in the ordered phase, we choose A to be given by the excitation gap at the point
of the disordered phase located symmetrically with respect to the QCP (i.e., corresponding to the
same value of |ry — ro|). At the QCP, the universal scaling functions reach a nonzero limit £, (o0);
denoting 0* = d(w — 0, A = 0) = 0o (00) the ratio 6*/0q is universal [ 139].

Let us now discuss qualitatively the low frequency (w <« A) behavior of the conductivity
in both phases. In the disordered phase and at the QCP, the conductivity tensor has only one
component (and is diagonal), as the system is rotationally invariant. The system is insulating and at
low frequencies is expected to behave like a capacitor,

o(w) = —iwCyj;. (5.25)

Since in the ordered phase the system is superfluid-like, we may expect that one of the compo-
nents of the current-current correlation function (i.e. K) has a finite limit at zero-frequency, equal
to the superfluid stiffness [ 141]. Because of that, for class A generators at low frequencies,

oa(0) = lﬁ . (i . na(w)) , (5.26)

with p, the superfluid stiffness.> The system thus behaves as a perfect inductor,

_ 1
oa(w) _lLord(eriO*)’ (5.27)
with (by analogy with a superfluid) inductance
h
Log=— = > (528)
ps  2m0qps

where we restore natural units in the second equality. Comparing the definitions of the capacitance
(5.25) and inductance (5.27) with the scaling forms (5.24) one remarks that the ratios Cy;,A/0q
and 1/L,,qA0q are universal in the critical regime; hence, at two symmetric points with respect to
the transition the ratio Cyis/Lora 04 is universal.

For o5 (w), the case is more complex; we shall see later that it reaches a finite limit ¢ in the low
frequency regime, which is a universal number in units of o (as is o* at the QCP).

*This is true for N = 2 where the system is superfluid. For N > 2, class A generators play a similar role than the
sole generator for N = 2, which is why we expect g4 to take the form o4 (w) = ips/(w +i07).
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Vortex-charge duality

Inspired by the discussion in [ 11], we rephrase the above statements about the low-frequency limit
of the conductivity in the terms of the superconductor-insulator transition in zero-temperature
two-dimensional film systems (belonging to the universality class of the quantum O(2) model), to
provide a physical picture. Near the transition, the low-energy physics is described by an effective
bosonic Hamiltonian, the relevant degrees of freedom being the phase of the local superconducting
order parameter. The effective model is that of a Josephson-junction array, with superconducting
islands, separated by weak links where phase slips can occur. The transport properties are dominated
by the behavior of the links.

Consider such a weak link, between two superconducting islands whose phases differ by 6. The
source of resistance in the link is the presence of vortices, whose flow induces a voltage difference.
The voltage across the weak link is given by the Josephson relation

hdd h

yohdo kg, (5.29)

qdt q

where we use the fact that the rate of phase slip is proportional to the flux ®, of vortices across

the link perpendicular to the current, each vortex carrying a phase slip of +27 (depending on its

direction). The charge g = 2e is that of a Cooper pair. The current is similarly given by the flow ®¢
of Cooper pairs between the electrodes,

I=q®c, (5-30)

so that the conductivity is

i o
0=y TG (531)
In the insulating phase there is no charge flow and the conductivity vanishes, while in the supercon-
ducting phase vortices bind together and there is no vortex flux: the conductivity is infinite. It is
natural to assume that at the transition both charges and vortices are mobile and the conductivity
o* is some number times 0.

Furthermore, it turns out that there exist a duality transformation of the path integral description
of the system which exchanges the role played by charges and vortices [ 139, 142]. That transforma-
tion maps the superconducting (ordered) phase of the particle model onto an insulating (disordered)
phase for the vortices and, conversely, the insulating phase of the particle model is mapped onto a
phase where vortices condense into a vacuum state. If the system were self-dual at the transition,
i.e. invariant under this duality transformation, one would have ®¢ = @, and thus ¢* = 0. One
does not expect the model to be self-dual at the transition: for instance, vortices interact with a loga-
rithmic interaction whereas Cooper pairs interact via the Coulomb force. For a detailed discussion
see [142]. The value of o* at the transition thus measures the closeness to self-duality. We shall see
in Sections 5.2.5 and 5.3.3 that the value of 6% /0 is close to 0.35.

Finite temperature behavior

Let us briefly examine the finite temperature behavior of the conductivity, basing our remarks on
[134, 140]. We confine the discussion to this Section and remain here purely qualitative, as we have
not (up to now) devised a RG-based computation to study the conductivity at finite temperature.
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At finite temperature a new energy scale, T, is introduced and the conductivity is defined by
three scaling functions (one in the disordered phase and two, for class A and B generators, in the
ordered phase) of two variables: o(w, T, 7y) = 0qZ(hw/A, hw/kpT). It is especially important here
to remark that the limits w - 0, A = 0 and T' - 0 do not commute. Most theoretical approaches
are done at zero temperature, and the function X(x, c0) is computed. For computations done at
finite temperature in imaginary time (e.g. Monte Carlo), an analytic continuation iw, - @ +i0*
has to be done, and it is notoriously hard to determine the function for values w $ w; = 2nT.
However, in experiments, the temperature is always finite while the frequency can be arbitrarily
small. An important theoretical issue is thus to determine the conductivity in the limit w << T (the
hydrodynamic, incoherent regime), i.e. the long-time response at finite temperature, which is a
priori different from the large-frequency (A, T < w << A) conductivity (the collisionless coherent
regime).

In the case where a system whose excitations are weakly-interacting quasiparticles, the Boltz-
mann equation can be used to study transport. In the critical regime (A < T) the system cannot be
described in terms of quasiparticles and such an approach fails. To evidence this, let us concentrate
on the case of the superfluid-insulator transition (N = 2), and let us try to extrapolate results from
the quantum disordered and renormalized classical regimes to the quantum critical region.

In the insulating phase the system is gapped and has particle and hole excitations. The simplest
picture is that the conductivity at finite temperature comes from the directed Brownian motion of
the thermally excited particles and holes under an electric field. The motion is described by a Drude
equation with a collision time 7., and at low frequencies the conductivity is given by

% (5.32)

o(w) =

1-iwT.

Assuming (without justification) that this form holds in the critical regime (with a collision time
determined by the only energy scale of the system, 7. ~ T~!) one finds that the real part of the
conductivity is a decreasing Lorentzian at small frequencies and at high frequencies reaches its
zero-temperature quantum critical limit. However, the same approach can be done in the superfluid
phase, using the duality mapping hinted at in the last Section to describe the system using the
vortices as elementary degrees of freedom. In that description the system is an insulator whose
primary (gapped) excitations are vortices. Following the same steps as in the disordered phase, one
determines the conductivity of the vortices; at low frequencies it is given by Eq. (5.32). However,
the physical conductivity of the underlying particle model is equal to the resistivity of the vortex-like
particles [ 139, 142]. From this we expect the low-frequency conductivity at the quantum critical
point to be roughly the inverse of Eq. (5.32), with o(w = 0) alocal minimum.

Thus, depending on which regime we extrapolate the results from, there are two qualitatively
incompatible predictions for the low-frequency behavior of 0 (A << T, w < T). Although large-N
and dimensional expansion predict that the insulator scenario (particle-like transport) is valid, there
has not been to this point a nonperturbative answer to decisively discriminate both scenarios. A
Monte-Carlo study also hints towards the insulator scenario [126]. The work we present in this
Chapter should be considered a stepping stone towards the determination of conductivity at finite
temperature.
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5.2.2 Effective action formalism

We proceed in a similar manner to what is done in Section 4.1.3 to define an effective action formalism
suited to the determination of the Higgs mode. Let us consider the partition function

20.41- [ Dlg)exp(-sg.a1+ [1-9) (s33)

in the presence of both the gauge field A and an external source J which couples linearly to the ¢
field. The action S[¢@, A] is defined by Eq. (5.9). The order parameter is obtained from

S1nZ[J, A]

51 (x) (5.34)

¢[x], Al =

The effective action

g, Al = ~In2[J.A] + [1-¢ (5:33)

is defined as the Legendre transform of —In Z[J, A] with respect to the linear source J, at fixed A.
Again, note the similarity with the effective action (4.24). T satisfies the equation of state

Sr[¢,A]
5p(x)

The effective potential U(p) = (1/V)I[¢, A]|g—const., a~0 determines the thermodynamics, with
p = ¢*/2 the O(N) invariant and p, the minimum of the potential. Correlation functions can be
reconstructed from the one-particle irreducible (1PI) vertices defined by

=J[x ¢, Al (5.36)

8n+mr[¢ A]
8¢, ( 1)"'8¢in(xn)6Aal(Y1) 6Aﬂm(ym).

The correlation functions evaluated for A = 0 and in a uniform field configuration are determined
by the vertices

LT L )i ¢ A] = (5.37)

(n,m){a;} (n,m){a;}
F{ij}’{ﬂj}’ ({Xj}’{Yj};‘p) = F{ij}’{ﬂj}’ [{Xj}’{Yj};¢>A]| . (5-38)

¢=const., A=0

In particular, the (connected) propagator G;;(p, ¢) = (¢:(p)¢;(-p)) — (9:(p)){¢;(-p)) in a uni-
form field and for A = 0 is obtained from the matrix equation G(p, ¢) = T>9)-1(p, $) where

20 (p,¢) = T (p,—p, ¢). The two independent components I'y and I of T(39), as well as
the longitudinal (L) and transverse (T) parts of the propagator, are defined following Egs. (2.17)
and (2.18).

Conductivity from the vertices

The conductivity can be expressed in terms of the 1PI vertices. From Egs. (5.17) and (5.35) we
deduce

82InZ[J,A] 52I[¢[A], A]

=YD= S mentv) | s~ SAsm)say)|, s (s39)
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K:—'VWV\.'VVVV\/—}-'VWV\.—.'VVVV\/

FIGURE 5.1: Diagrammatic representation of the conductivity kernel. Dots with 7 straight lines and m
wavy lines stand for the vertex I'(">™) and full lines represent the propagator G = I'(20)-1,

where the order parameter ¢[A] is defined by

orfg.Al| i
560 |, oa 0. (5.40)

Here §/6 A4 (y) is a total derivative which acts both on ¢[A] and the explicit A-dependence of the
functional I'[ ¢, A]. Following the same steps than in Section 4.1.3 [Egs. (4.30) to (4.3 5)] one shows
that
Kiv() =T (0. 9) + T (o )P (0 T (0.6), (5.4)

where ¢ = ¢[A = 0] is the (uniform) order parameter in the absence of the gauge field and we use the
notation ') (p) = T("-»)(p, —p) for both vertices ") and I'(®:?). The second term in the right
hand side of Eq. (5.41) corresponds to the part of K% which is not 1PI; we shall see that it does not
contribute to the conductivity 02% (w) of the quantum model. Eq. (5.41) is shown diagrammatically
in Fig. 5.1.

As in the case of I'(>9), one can take advantage of the symmetries of the model to write the
vertices in the form

r};’l)a(ﬂ ¢) =ip,(T"¢);¥a, (5.42)
T (9, 9) = pupo[0u¥s + (T*9) - (TPS)¥e] + 8, [80n¥s + (T79) - (T*9)¥c],  (5.43)
where ¥y, Wz, Wc, W3, ¥ are functions of p and p?. This leads to

Ki*(p) = = 8as[¥s(p: po) + P*¥5(p po)]
—(T°¢) - (T*¢)[Yc(p, po) + P*¥c(ps po) — P*Gr(p o) ¥a(prpo)’]  (5.44)

and
K (p) = =0ay¥s(p: po) = (T79) - (T$) Ve (p. po), (5.45)
where K ﬁ”’ and K{? are the longitudinal and transverse components of K25,
KZ?(P) = ﬁyf’vKﬁb(P) + (O — ﬁuﬁV)be(P)> (5.46)

with p = p/|p| a unit vector parallel to p.

5.2.3 Ward identities

To further simplify the expression of K}/, we derive Ward identities for the conductivity. Indeed, the
functions ¥y, ¥, ¥¢, ¥5, Ve are not independent but related. The effective action I'[ ¢, A] inherits
from the symmetries of the microscopic action (5.9) and must therefore be invariant under the gauge
transformation (5.11), [[¢’, A’] = [[¢, A]. For an infinitesimal transformation, i.e, O =1+ 6*T*¢
with 64 — 0,

(b’ = (/) + GaTa(/), AZ, = AZ + ayea +fabc6bA,C,¢> (5'47)
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where we denote by f,; the structure constants of the so(N) Lie algebra, see Eq. (5.14). Gauge
invariance then implies, for all x and a and for any configuration of the fields,

[T ¢, AJ(T79): - 90"V [x 6, A] - faure I [ 6, AJAG = 0. (5.48)

As a consequence of the gauge invariance, we obtain a local identity. Taking functional derivatives
with respect to the fields and then setting A to zero and ¢ uniform nets the Ward identities

P*¥a(p,p) = Ta(p, p) — U'(p), (5.49)
p*¥5(p.p) + ¥5(p,p) =0, (5.50)
P*Ye(p,p) + ¥e(p, p) = Yalps p). (5.51)

The first equation implies lim,, .o Wa(p, p) = Z(p) where the field renormalization Z(p) is defined
from the low-momentum behavior of (> by

2(p) = lim P22 2 U'(2) (s.52)

p2

Relations (5.49) to (5.51) imply that K4 is transverse,

Ki*(p) = =(T"¢) - (T"@)¥a(p. po) U’ (po) G1(p: po) = 0, (5-53)

where we have used Gr(p, p) = T4(p, p) ! and the fact that, depending on the phase, either U’(p,) =
0 or ¢ = 0. This identity is the “f-sum rule”

Ki*(p) =TI1"(p) - ((T“9) - (T*9)) = 0 (5-54)

relating the diamagnetic term ((T%¢) - (T%¢)) to the paramagnetic current-current correlation
function Hﬁ‘b K35 can thus be written as

Kab(P) (Ouv — PMPv)Kub(P) (5.55)

5.2.4 Conductivity in the quantum model

To obtain the frequency-dependent conductivity in the quantum model, one sets p = (0,0, w,) and
u,v = x, ysothat p, = p, = 0 and the one-particle-reducible contribution in Eq. (5.41) vanishes.

This way K,‘jﬁ(iw,,) = F(O 2)ab(la)n, ), i.e., using the Ward identities (5.49) to (5.51),

Kab(lw ) 6#\/{“) 6ab\PB(1wn’P0) (T“J))-(Tb(ﬁ)[wf,‘{’c(iwn,po)—‘{’A(iwn,po)]}. (5-56)

We retrieve the form of the conductivity presented in Section 5.2.1: in the disordered phase and
at the QCP the conductivity tensor is diagonal equal to

o(0) = iw¥s(w, p = 0), (557)
and restoring physical units we deduce the expression of the capacitance introduced in Eq. (5.25),

Cais = —2mhoq¥(iw, = 0,p = 0). (5.58)
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In the ordered phase, assuming for simplicity that the order parameter is along the first direction,
ie., ¢; = 8;11/2po, and choosing the basis { "} introduced in Eq. (5.15), one finds

Kav (iw,) = 8,y0ap { @} W5 (iwn, po) + 2p08acal @ Ve (iwns po) = Wal(iwns po)]}s (5-59)

where J,¢4 is equal to unity if T is in class A and vanishes otherwise.
For class A generators, at low frequencies

iZPO\PA(iwn =0,p0)

o +0(w) (5.60)

oa(w) =

is as expected [see Eq. (5.27)] characteristic of a perfect inductor (based on perturbation theory
arguments the constant term O(w®) vanishes [92]). Note that the coeficient 2p ¥4 (iw, = 0, py) =
2poZ(po) is indeed the superfluid stiffness p, [defined by the small-momentum behavior of the
transverse propagator, see Eq. (3-3)] as a consequence of the Ward identity (5.49).
For class B generators,
op(w) = i(w+i0")¥h (w, po), (5.61)

where ¥X(w, p) denotes the retarded part of ¥z (iw,, p). We will argue in Section 5.3 (see also
Section 5.2.5 for the calculation of W in the large-N limit) that in the ordered phase ¥ (iw,, p)
diverges as 1/|w,| for w, — 0 so that o3(w) takes a finite value in the limit @ — 0. As a result
op(w — 0)/0q is a universal number in the whole ordered phase.

5.2.5 Large-N limit

The general expression of ¢(w) is verified in the large-N limit. We briefly present here known
results, obtainable e.g. by resumming RPA diagrams as in Section 4.1.1, whose derivation is detailled
in [ 1, 73]. Note that it is important in the computation to cut off the momenta in the ultraviolet to
handle divergences (we do not implement a cutoff on frequencies).

In the disordered phase K% (iw,,) = K(iw,, ) does not depend on a. Recalling the expression of
the large-N propagator (¢ = 1)

G(q,iw,) = (@ + w* + A*)™! (5.62)

Omitting terms of order O(|w,,|/A),
Kon) =2 [ @G(aien)[G(aio +iwn) - Glgien)]

q,wn
w5, q w5, (w;*n)
-— =- +0|— .6
2 /q (g% + A?)32(w?, + 4q% + 4A%)  247A A3 (5:63)

2

for T=0andd =2,ie., ¥Y3(iw,, =0,p = 0) = —1/24wA. We thus obtain

Cais = o (5-64)

restoring physical units.
At the QCP, A — 0. Evaluating the integral in Eq. (5.63) for A = 0 yields the universal value
K(iwy) = —|wm|/16,ie. [11]

o(iw,,) = gaQ. (5.65)
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Note that at the QCP, in the critical regime, Y5 (iw,,, p = 0) behaves as 1/|w,,|.

In the ordered phase, for a class B generator, the calculation of the conductivity is similar to
the case of the disordered phase with A = 0; K3 is given by the integral in Eq. (5.63), which gives
K (iw,,) = —|w,,|/16 and

m
op(iw,,) = 3o (5.66)

in agreement with [130]. Y5(iw,, po) behaves as 1/|w,,|.
For a class A generator, to leading order in the large-N limit, ¥4 (iw,n, po) = 1and Ye(iw,m, po) =
0. For w,, = 0, Ky (iw,,) = ps/w,, with ps = 2py, which yields
Cdis _ T pPs 1

dis TP _ 6
NodLoa 6NA 24 (5.67)

where the last result is deduced using Eq. (3.26), ps/NA = 1/47.

5.3 Non-perturbative renormalization group scheme

In this Section we show how the NPRG allows us to compute the effective action I'[¢, A].

5.3.1 Scale-dependent effective action

As done in Section 2.2 we build a family of models indexed by a momentum scale k such that
fluctuations are smoothly taken into account as k is lowered from the microscopic scale A down to
0. This is achieved by adding to the action (5.9) an infrared regulator term. Note that the standard
expression (2.20) for the regulator breaks down gauge invariance due to the gradient term. We thus
explicitly propose a gauge-invariant regulator,

asilo.A= 5 [ 00 R(-DE)o() =5 [ 90 Relxux,Alp(x),  (s5:68)

X,X

where
Ri[x, %, A] = %[Rk(—D(x)z) + Re(-D(x')?) " J(x - x) (5.60)

and D* = D, D, with D,(x) = 0., — A,(x). The cutoff function Ry is chosen as in Section 2.2;
in practice we use an exponential regulator (2.23). In the absence of the external gauge field, we
recover the usual regulator term. By replacing d,, by the covariant derivative D, in the regulator term,
we ensure that the action S + AS; remains gauge invariant. Gauge-invariant regulators have been
considered before in the context of gauge theories [ 143—147]. As in our case A is not dynamical
and is set to zero before integrating the flow equations, a gauge-invariant regulator is much easier to
handle than for gauge theories.
We define in the usual way the k-dependent partition function

:/@[(p] exp (—S[(p, Al - ASi[@, A /] (P) (5.70)

The scale-dependent effective action

Ti[¢,A] = —InZ[) /] ¢ — ASi[¢,A] (5.71)
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is defined as a modified Legendre transform of —In Z[J, A] which includes the subtraction of
ASi[¢,A]. Here ¢(x) = (¢(x)) is the order parameter in the presence of the external source J and
the gauge field A. As in Section 2.2 the boundary conditions for k = A and k = 0 are

Ta[¢,A] = S[¢,A], Tio[¢, A] = T[¢, A]. (5.72)

The variation of the effective action with k is given by the Wetterich equation (2.27)

OT[4.4] = 5 THRRIANTS[,4] + Ri[A]) ), (573)

where we recall that ¢ = In(k/A) is a (negative) RG “time”. The regulator Ry ensures that high
momenta do not contribute to the flow and the momentum integrals can be safely extended up to
infinity. Thus the regulator term ASj provides us with a gauge-invariant UV regularization. The
k-dependent effective action inherits all properties of the effective action discussed in Section 5.2.2.

Thus, the computation of the conductivity requires to determine the vertices F,Ei’é) and F,Eg;f) in
addition to the effective potential Uy, and the inverse propagator F,Ei’oo).

From this we deduce the flow of Ui (2.30) and F,EZ’O) (2.31). For the vertices F,El’l) and F,EO’Z),
one has to take into account the fact that R, depends on the gauge field, and yields a contribution
when taking functional derivatives with respect to A. Dropping the ¢ dependency of the vertices

and propagators, their flows read
oL, (p) = %& /q u{Gu(Q15," (4. -9 p.~P) - Gu(OT” (P 4. -P - O)Gi(p + )
<[ (p+ 9.~ -p) + R (p+ 0. -0, -p)] }, (5.74)
ari) " (p) = %El /q {Gu(Q)[T)" (0. -a.p.-p) + RC): (4,0, P -p)]
- Gi(@)[r3"" (4 -p-a.p) + R\ (4, -p— 4.) [Gi(p + q)

,1)b b
< [T (p+9.-0.-p) + R (p+ 0. -a.-p) . (5.75)

Here tr denotes the trace with respect to the O(N) indices. Egs. (5.74) and (5.75) are shown
diagrammatically in Fig. 5.2. They differ from usual flow equations by the appearance of derivatives
of the cutoff function with respect to the gauge field,

_ OR[x,x,A]

Wa, s (2)ab
R, (xx,y) = - R
‘ 045 (y)

(5,77 2 R[x,x',A]
, y (xx,y.y) = —
A=0 o AL (Y)SA(Y')

The explicit expressions of Ti,itia(pl, p2,P3) and ﬂ{;(czzjb (P1> P2> P3» p4) are derived in [32] and read
(we drop the k index)

(5.76)

A=0

} arir o R} - R(p3)
(Rgtl) (P1> P2 P3) = 05 po T*(ip1u — ip2y) [lﬂ -p3 £,
1 2

R(pi) - R(p3) _

ab a a
q{l(tzv) (P1> P2, P3> P4) = Oy Pi>0{_6HV{T > Tb} P’ - p2 [T Tb(zply + p3y)(2p2v + pav)
1~ P2

. R(PD[(p1+ps)? —p3] + R((p1 +p3)?) (p3 —pi) + R(p3) [P — (P + P3)’]
[(pi+p3)> = p2](P3 - PD)[P? — (1 +p3)*]

+(a<—>b,/4<—>v,ps<—>p4)]}- (5.78)

(5.77)
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atrlEO,Z)z J;iz +M@W+Q»+\A@w

FIGURE 5.2: Diagrammatic representation of the RG equations (5.74) and (5.75). Signs and symmetry
. . . : (nym) .y oy
factors are not shown. Dots with 7 straight lines and m wavy lines stand for the vertex I', ", solid lines

represent the full propagator Gy = (F,EZ’O) + Ry ) 7Y, the cross stands for 9;R; and the cross with n wavy
lines stands for 8ﬂ{§").

5.3.2 Approximation schemes

Let us now discuss the approximation schemes we use to solve the above flow equations and
determine the functions W, 5 c and ¥, 5 c. We wish to compute the conductivity at finite frequencies
and, for that reason, one needs an appropriate approximation scheme. A natural idea is thus to
implement, as in Chapter 4, a BMW-like scheme on the vertices F,Ez’l) ,T 153’1) and r}gz,z) to close the
equations. However, it is difficult to conciliate this approach with the gauge invariance of the theory.
The reason is that these vertices bear a nontrivial momentum dependence. Consider for instance
the vertex 1",52’1). The BMW approximation reads

T2 (p+a,-q,-p) = T (9,0,-p) = ip, {TH¥a(p:p) + ¢;(T°0): ¥4 (p,p)} . (579)
Compare this with the mean-field result i(p, + 2q,) T+ one remarks the momenta structure is
different (as expected since q s set to zero in the BMW approximation). This breaks gauge invariance.
The difference with the BMW approximation for the standard n-point functions and for the Higgs
model presented in Sections 2.3.4 and 4.1.3 is that the vertices do not depend only on the modulus
of the momenta but also on their direction, preventing this issue from arising. In shorter terms, in
the action the gauge-invariant term is g, — A,,: setting carelessly q to zero while retaining A breaks
down gauge invariance.

A tentative workaround is to modify the BMW scheme to take this into account, e.g. by writing
using the symmetries

F;f,z{},i“(P +q,-9,-p) = pufii;(P- Q) + 9u8k,i;(P>- Q) (5-80)

and approximating f¢,.(p.q), & ;;(P-q) = f¢,;(P,0), &£ ;;(p, 0). The issue is that it has not been
possible to find a closed expression for g ,.(p, 0) within the BMW approximation. For this reason,

we drop the BMW approximation and rather use Ansatz-based schemes, for which gauge invariance
is easily enforced.

Derivative expansion

We first propose a derivative expansion (DE) scheme [32], see Section 2.3.1. We recall that such

an expansion is made possible by the regulator term AS; which ensures that all vertices r}gn,m) are
smooth functions of momenta p; and can be expanded in powers of p?/k? when |p;| < k, even
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at criticality. DE does not allow us to obtain the full frequency dependence of the conductivity
but is sufficient to determine the low-frequency limit of 0 (w) and 0,4 (w) defined by Cg;s and Loq.
The case of 0p(w) and o(w) at the QCP is more subtle. At low frequencies, the vertices that define
op(w — 0) and o* diverge like 1/w (this is the case in the large-N limit derived in Section 5.2.5; we
verify it for all N through RG). Because of this, DE cannot be used to determine these quantities.

The derivative expansion is fully determined by the symmetries of the system. We remind
the reader that, for A = 0, the most general O(N) invariant effective action to second order in
derivatives,

6] = [ 32p)@Pu8) + L Yilp) (Bup)* + Ui(p) (s81)

is defined by three functions. When A # 0, the effective action must be invariant under gauge
transformations. This can be done by replacing 9, by the covariant derivative D,. It may also
include terms depending on the field strength

F[W = _[D[h Dv] = a[lAv - avAH - [AH’AV]' (5'82')

Although F,, is not gauge invariant (it transforms under (5.11) as F o = OF, wOT), it allows us to
construct two invariant terms, namely tr(F2,) and (F,,¢)>> This leads to the effective action

06,41 = [ SZ(p)Dyd Dt + L Vilp) (3u)? + Ui(p)

1 1
+ ZXl,k(P)FZvFZv + ZXZ,k(p) Z(FZvTa(b)z’ (583)
uv

where we use F,,, = Fi, T and tr(F;,) = —2F£, Fg, with

FZ‘V = aHA?/ - aVAZ - fabcAiAi (584)

where the structure constants f,;. of the so(N) Lie algebra are defined by Eq. (5.14). Note that
we restrict ourselves to terms of second order in A, as higher-order terms do not contribute to the
conductivity. The effective action I'[¢, A] is determined by X, x(p) and X, x(p) in addition to
Ux(p), Zx(p) and Y (p). From the action (5.83) we obtain

Yar(pp) = Zi(p), ¥oi(pp) = — Xix(p)s Yer(pp) = — Xaxk(p), (5-85)
V(P p) = P°Xik(p)s Yei(psp) = Zi(p) + P’ Xak(p), (5.86)

to lowest order of the derivative expansion. Hence, the flow of F]EO’Z) is sufficient to determine

Xix(p) and X, 4 (p). Eqgs. (5.85) and (5.86) satisfy the Ward identities (5.49) to (5.51). From this
one determines the capacitance Cqis = X k=0(po,k=0) [EQ. (5.25) in the disordered phase] and the
inductance [Eq. (5.27)] through the stiffness ps = 2pg x-0Z(po,x=0) in the ordered phase. In the
large-N limit the exact solution for Cg is retrieved. The values obtained for the ratio Cg;s/ aéLord is
given in Table 5.1 in Section 5.3.3. For the conductivity o at the QCP and o3 in the ordered phase,
however, one finds that in the k, w — 0 limit

w ~ . w ~
o(w) = EX{MH, op(w) = EXford (5.87)

3Topological terms such as €, Fyy F, can in principle be included but do not contribute to the conductivity.
*As a consequence the last term in the right-hand side of Eq. (5.84) does not matter.
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where X< and X;°"¢ are the fixed point values of the (dimensionless) function X, ; = k* "2 X; x ()
(D = 3) evaluated at the minimum of the potential 5 x respectively at the QCP and in the ordered
phase. The zero-frequency limit is thus ill-defined, as the DE breaks down due to the singular
behavior of the Wg x-o(p, po) for p — 0. One can still try to determine the low-frequency with a
qualitative argument. Consider some arbitrarily small frequency w. It defines an energy scale, which
cuts the flow as, for instance, a mass does in the disordered phase. Stopping the flow at k ~ w in
Eq. (5.87), we see that () and 03 (w) reach finite limits 0* and o} in the low-frequency limit, but
they cannot be determined within this approach.

LPA”

To determine the conductivity at finite frequencies, inspired by the DE, we opt for an LPA” scheme.
As done in Section 2.3.3, we start with the LPA’ Ansatz, which is given by approximating the four
functions Z,(p), Yi(p), X1.k(p) and X, x(p) of the DE Ansatz (5.81) by p-independent numbers
Zky Yk, Xi,k and X, . We then promote these numbers to functions of -D? = —Di. The LPA”
Ansatz thus reads

1 1
N9, Al = [ 5Dy Zu(-D)Dyg + 4 (3,p) Vi -3°)(3,p) + Us(p)
1 1
+ ZF;vxl,k(—Dz)F;v + ZFZVT“(;S - X,k (-D*)F.,T"¢. (5.88)

Note that as the covariant derivative of a scalar is equal to its regular derivative Y is a function of
-9% = —07,. We emphasize that Uy (p) only depends on the field while Z;(p), Y« (p), X1,x(p) and
X5« (p) are all functions of a momentum (actually of its modulus square p?). Let us remark that
because we do not include any dependence on p in the vertices, this scheme does not reproduce the
large-N exact solution in the disordered phase. Indeed, we see by integrating the DE equations in
the large-N limit that the dependence on p is necessary to recover the exact solution [32]. At the
QCP and in the ordered phase, however, the N — oo limit is correctly retrieved, because for all k
one has Wy (po, k) = 0 and the dependence on p of the vertices is not necessary [ 137]. Within this
Ansatz, the vertices read

Yar(p>p) = Ze(P), ¥i(Pop) = = Xik(P), Yei(pp) = - Xok(p), (5-89)
e k(P p) = P Xik(p), Yer(p.p) = Zk(p) + p*Xak(p)- (5.90)

As in Section 2.3.3 we obtain the flows of X; x(p) and X, x(p) by evaluating the flow of F,EO’Z) at the
running minimum of the potential p, .
The k-dependent conductivities read

ok (iwy,) = 2m0Qw, X,k (iw,) (5.91)
in the disordered phase and at the QCP and

2p0,ka(iwn)

n

ox,4(iw,) = 2moq { +w, [ X (iw,) + 2p0)kX2,k(iw,,)]} , (5.92)
0k, (10,) = 20w, X1,k (iw,) (5.93)

in the ordered phase.
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hoq/2nCaiA Cais/NLora04
N DE LpA” MC ED DE  LPA”
2 1.98 2.00 2.1(1)[127] 2.0(4)[63] 0.105 0.0975
3 1.98 1.98 0.0742  0.0706
4 1.98 1.96 0.0598 0.0587
5 1.97 1.94 0.0520 0.0526
6 1.97 1.92 0.0475 0.0493
8 1.96 1.90 0.0431 0.0461
10 1.96 1.88 0.0415 0.0448
100  1.92 1.80 0.0413 0.0443
1000 1.91 1.79 0.0416 0.0446

TABLE 5.1: Ratios /10 /27 CaisA and Cyis/ N Lorq0g obtained from the NPRG approach, compared to
Monte Carlo (MC) simulations and exact diagonalization (ED). The exact results for N — oo are 6/ ~
1.90986 and 1/24 ~ 0.041667, respectively.

5.3.3 Results

Let us start with the conductivities 0(w) in the disordered phase and 04 (w) in the ordered phase,
in the limit w — 0. Both DE and LPA” yield predictions for the universal ratios fioq/27Cg;sA and
Cais/NLora aé , which we display in Table s.1. In the limit N — oo, the DE results agree with the exact
results 6/ and 1/24, but the LPA” is wrong by about 5-10%. The error for LPA” arises from the fact
that X,(p), and thus Cgj, is incorrectly determined in the disordered phase (see above Section);
conversely, L,.4, which is defined by the inverse of the spin stiffness in the ordered phase, is correcly
computed, see Table 3.2 for the values of p;/NA within LPA”. For N = 2, the difference between
DE and LPA” is smaller and we find f10q/27Cy;sA ~ 1.98 for DE and 2.00 for LPA”, in reasonable
agreement with the Monte Carlo and exact diagonalization results.

Let us now turn our attention to the finite-frequency behavior of the conductivity. In the
following, we thus only discuss LPA” results.

Quantum critical point

We start with the universal conductivity 0*/oq at the QPC. Following what is done in Section 2.3.2,
we switch to dimensionless variables in which the flow equations admit fixed point solutions at the
QPC. We rewrite the k-dependent conductivity oy (iw,, ) given in Eq. (5.91) as

or(iw,) = 2m0qw, Xk (iw,) = 2100@, Xk (i@,) (5.94)

Here @, = w,/k is a dimensionless frequency and X x (i@,) = kX, x(i@,) a dimensionless func-
tion of 2. At the QCP, the function X, ; reaches a k-independent fixed-point value X;* and
the conductivity takes the form o (iw, ) = 2m0q@, X; (i@, ). The low-frequency universal con-
ductivity is obtained by taking first the limit k — 0 and then w, — 0, i.e. ®, - oo: 0*/2m0q =
limg, 0 @, X; (i@, ) is thus determined by the 1/@, behavior of X;"*(i@, ) at high frequencies,
see Fig. 5.3 (left). This 1/@, high-frequency tail corresponds to the 1/w,, divergence of X y_o(w,,)
for w, — 0 responsible of the breakdown of DE. The value of 6* depends weakly on the regulator,
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FIGURE 5.3: Fixed-point functions X" (i@, ) (left) and X;°*(i@, ) (right) within LPA” at the QCP for
various values of N. The universal conductivities 0* and o are determined by the 1/@,, high-frequency
tail of the functions. The collapse of the curves for X;°™4(i@, ) indicates that o} is N-independent.

N LPA” O(1/N) e€expansion QMC CB

2 0.3218 0.2512  0.315[148] 0.355-0.361 [62, 126,128, 129] 0.3554(6) [132]
3 0.3285 0.2984
4 0.3350 0.3220
10 0.3599 0.3644
1000 0.3927 0.3924

TABLE 5.2: Universal conductivity 0* / 0q at the QCP, obtained within LPA” with a regulator parameter value
of & = 2.25, compared to results obtained from dimensional expansion, large-N to O(1/N) expansion
(the resultis o* = /8(1— 64/972N) [11]), quantum Monte Carlo simulations (QMC) and conformal
bootstrap (CB). The exact value for N — oo is /8 ~ 0.3927.

through the arbitrary parameter « in the definition of the exponential regulator (2.23). There is
no value of & which fulfills the “principle of minimal sensitivity” for the conductivity; however,
o* varies at most only by a few percents when « varies in the range [1,100]. We retain o = 2.25,
which yields decent estimates for the critical exponents # and v. This dependence on « decreases
as N increases, and at N = oo the results do not depend on « and the exact value 6*/oq = 7/8 is
recovered. The universal conductivity o* is shown in Table 5.2 for various values of N. For N = 2
we find a value close to € expansion and in reasonable agreement with (although 10% smaller than)
results from QMC and conformal bootstrap.

Disordered phase

In the disordered phase, away from the QCP, Eq. (5.94) still holds since the order parameter vanishes.
In Fig. 5.4 we show the real-frequency conductivity o(w) obtained from 0y, (iw,) by analytical
continuation using Padé approximants (see Appendix A.2.2). As expected, the system is insulating.
The real part of the conductivity vanishes below the two-particle excitation gap 2A and the system
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FIGURE 5.4: Real and imaginary parts of the universal conductivity o(w) in the disordered phase for
various values of N. Black stars show the exact large-N solution.

behaves as a perfect capacitor for |w| < A, i.e. with a conductivity 6(w) ~ —iCgisw. We however
recall that for large-N, there is a discrepancy in the disordered phase between the exact solution
and our computation. Furthermore, the analytic continuation is made difficult by the singularity
at w = 2A so that the frequency dependence of o(w) above 2A should be taken with caution. In
particular, the features of 6 (w) above 2A, e.g. the presence of a local extrema in the real or imaginary
part, are not stable with the Padé approximant. By contrast, the analytic continuation of data in the
ordered phase (see next Section) is very stable.

Ordered phase and superuniversality

Let us finally discuss the two elements 04 and o5 of the conductivity tensor in the ordered phase
where the O(N) symmetry is spontaneously broken. Following Eq. (5.94) we write Egs. (5.92)
and (5.93) in a dimensionless form (for the definition of § and Z; see Egs. (2.40) and (2.41))

2p0k Zi(i@y)

n

o a(iw,) = 2moq { +@, [Xl,k(iwn) + Zﬁo,sz,k(icbn)]} , (5.95)

orp(iw,) = 21000, X, 1 (10,) (5.96)

At low frequencies, the leading contribution to g4k, 2p0 Zx(0)/w,, is indeed characteristic of a
superfluid system with stiffness ps x = 2p £ Zx(0). 04(w), with the superfluid contribution sub-
tracted, is shown in Fig. 5.5 (top). Our results seem to indicate the absence of a constant O(w?)
term in agreement with the predictions of perturbation theory [92]. Furthermore we see a marked
difference in the low-frequency behavior of the real part of the conductivity between the cases N = 2
and N > 2, but our numerical results are not precise enough to resolve the low-frequency power
laws (predicted [92] to be w and w® for N > 2 and N = 2, respectively). On the other hand we find
that o3(w) reaches a nonzero universal value ¢} in the limit w — 0 (Fig. 5.5, bottom). As for the
conductivity o /oq at the QCP, this universal value is determined by the 1/@, high-frequency tail
of the fixed-point value X;°*¢ (i@, ) of the dimensionless function X, ; (i@, ).

Quite surprisingly, contrary to X; <!t (Fig. 5.3, left), X;°* turns out to be N independent: the
relative change in X;° is less than 10~ when N varies (Fig. 5.3, right). Noting that the obtained
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FIGURE 5.5: Real and imaginary parts of the universal conductivities 04 (@) and 05 () in the ordered phase
for various values of N. Top: 04 (w) with the superfluid contribution ips/(w + i0*) = ps(76(w) +i/w)
subtracted. Bottom: o (w). Black stars show the exact large-N solution op(w) = 7/8 (no simple analytic
form of g4 (w) has been obtained).

value 0 /0q ~ 0.3927 is equal to the large-N result 77/8 within numerical precision, we conjecture
that o /oq = /8 for all values of N.

This result can be simply understood by noting that Goldstone bosons become effectively
noninteracting in the infrared limit. The most general gauge-invariant effective action for the
transverse modes takes of the form

MmAl=Z [ [0~ Al + (5.97)

q,Wn
with Z = p,/2p, the field renormalization factor. The dots stand for higher-order terms in 7 (which
are irrelevant) and in the gauge field. The theory being noninteracting the correlator js %), which
yields the conductivity for a class B generator, can be computed using Wick’s theorem and is defined

by the bubble diagram. Schematically,
<j;j:‘,)|p,iwm ~ / 1}5,2;1)(...)GT(q,iwn)I}E,zjl) ...)Gr(p+q,iw, +iw,) (5.98)
q,1wn

with Gr(p,iw,) = [Z(p? + w?)]™! the propagator and F,Efjl) = Z. The value of the bubble is given by
the integral in Eq. (5.63) (setting A to 0). Additionally, each propagator Gy and vertex F,Ef,’l) brings
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a factor Z7! and Z which cancel. The fact that the same Z intervenes in both the propagator and
I'®1 is a consequence of the Ward identity (5.48) and follows from the gauge invariance of (5.97).
We finally obtain 0 /0q = 77/8 in agreement with the NPRG result.s

Overview

We have determined the frequency-dependent zero-temperature conductivity near a relativistic
(2+1)-dimensional QCP with O(N)-symmetric order parameter. We solve the RG equations using
DE and LPA” schemes, which respect the local gauge invariance of the theory. LPA” allows to
determine the full frequency dependence of the conductivity. Besides the frequency dependence of
the conductivity both in the ordered and disordered phases, our main result is the conjecture that
o3(w — 0)/0q takes the superuniversal (N-independent) value 0} /oq = 7/8. Note that universal
quantities, in general, depend on N. To our knowledge there are very few exceptions. The critical
energy density of O(N) models on d-dimensional lattice with long-range interactions are known
to be all equal to the one of the Ising model [149]. The same is true for all O(N) models on a
one-dimensional lattice with nearest-neighbor interactions. It has been conjectured [ 150] that this
superuniversality should hold for all d-dimensional O(N) models but a firm numerical confirmation
has not been provided so far [151].

The universal character of o3(w — 0) could in principle be verified in experiments in two-
dimensional antiferromagnets, where quantum criticality has been observed [4, 103]. In that
case the conserved quantity is the local spin density and the observation would necessitate the
measurement of spin transport.

SA similar Ward identify exists in Fermi-liquid theory, ensuring that the quasi-particle weight does not appear in
physical response functions.



Conclusion and perspectives

I'm drinking a glass of water in the empty hotel bar at the Principe di Savoia and staring at the mural
behind the bar and in the mural there is a giant mountain, a vast field spread out below it where villagers
are celebrating in a field of long grass that blankets the mountain dotted with tall white flowers, and in
the sky above the mountain it’s morning and the sun is spreading itself across the mural’s frame, burning
over the small cliffs and the low-hanging clouds that encircle the mountain’s peak, and a bridge strung
across a path through the mountain will take you to any point beyond that you need to arrive at, because
behind that mountain is a highway and along that highway are billboards with answers on them —
who, what, where, when, why — and I'm falling forward but also moving up toward the mountain,
my shadow looming against its jagged peaks, and I'm surging forward, ascending, sailing through dark
clouds, rising up, a fiery wind propelling me, and soon it’s night and stars hang in the sky above the
mountain revolving as they burn.

The stars are real.

The future is that mountain.

— Bret Easton Ellis, Glamorama.

In this thesis, we determined universal thermodynamical and dynamical properties of the two-
dimensional relativistic quantum O(N) model, which describes several quantum phase transitions
in strongly correlated cold atoms and condensed matter systems.

The tool we used is the nonperturbative renormalization group (NPRG), an implementation of
Wilson’s renormalization group idea based on the effective action formalism. The NPRG is a method
well suited to quantitatively study criticality in statistical physics which we presented in Chapter 2.
The NPRG is a complementary approach to other existing theoretical and numerical tools: per-
turbative methods, such as the perturbative renormalization group or large-N expansion, exact
diagonalization, quantum Monte Carlo or holographic methods based on AdS/CFT correspon-
dence. Each method has its strong points and drawbacks: perturbation theory is mathematically
well-controlled by an expansion parameter (e = 4 — D, 1/N) but may break down for the physical
case (¢ = 1, N = 2 or 3); exact diagonalization is restricted to very small systems, and involved
finite-size scaling analysis is needed to extrapolate the results to the thermodynamic limit; Monte
Carlo methods are powerful to study thermodynamics or determine imaginary-time correlation
functions, but suffer from the difficulty of analytically continuing data to real time; holographic
models provide real-time results but their relationship to relativistic field theories of interest in
condensed matter is not always clear.

NPRG is not exempt of drawbacks, either. Its main strength, the possibility to devise qualitatively
nonperturbative approximation schemes, also means that there is no control parameter. Still,
NPRG has proven to be a very powerful method for determining the thermodynamical and zero-
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temperature dynamical properties of a broad class of systems in statistical physics, quantum many-
body problems and high-energy physics.

During this thesis, we appropriated this technique, and improved on it with respect to the
literature. From a purely technical point of view, our main achievements within NPRG are the
computation of four-point correlation functions using an external source, the inclusion of a static
gauge field in a condensed-matter setting, and the extension of LPA” to the determination of
response functions at all momenta.

Let us now briefly recall the main results we have obtained. In a first part, in Chapter 3, we studied
the thermodynamics of the model, and determined the scaling functions which govern the energy
gap, the free energy, and the internal energy density at finite temperature in the critical regime,
illustrating quantitatively the phase diagram of the model. Furthermore, thanks to the celebrated
quantum-classical mapping, we were able to compare our results for the two-dimensional quantum
model to Monte Carlo simulations done for classical spin models in three dimensions in the context
of critical Casimir forces, showing a very good agreement.

We then investigated the zero-temperature dynamical properties of the model. In Chapter 4,
we examined the excitation spectrum of the model, determining the spectral function in the very
different cases of N = 1and N > 2. For N = 2 and, to some extent, 3, we established the existence of
a well-defined “Higgs” amplitude mode in the ordered phase of the model in two space dimensions.
We determined the energy of the mode, in good agreement with other numerical studies (exact
diagonalization, quantum Monte Carlo) done both before and after ours. For N = 1, the ordered
phase is gapped, and we showed the existence of a bound state below the multi-particle excitation
continuum, whose energy we determined in agreement with exact diagonalization and field theoret-
ical calculations. We studied the dependence of the energy of the bound state with dimension and
showed its disappearance in dimensions one and three (in the quantum model).

In Chapter s, we focused our attention on the transport properties of the model, namely the
dynamical conductivity, whose frequency dependence we determined at zero temperature. We
determined the universal ratio Cygis/Lord, constructed from the low-frequency behavior of the con-
ductivity in both phases. We also computed the universal conductivity at the QCP. Our results
compare well with QMC and conformal bootstrap results. Even more, we were able to make the
strong conjecture that one of the components of the conductivity tensor in the ordered phase is, at
low frequencies, “superuniversal”, depending neither on the distance to the critical point nor on N.

Let us now stress again that the extent of the work on the dynamics of the model we present in this
thesis is restricted to zero-temperature. This limitation, common to all numerical approaches in
imaginary time, comes from the difficulty of performing the analytic continuation for frequencies
smaller with than the temperature. A natural continuation of our effort would be to devise a scheme
to circumvent this issue and determine spectral functions at finite temperature. Several efforts have
been made in this direction in the literature [152—158].

A first possibility would be to perform the analytic continuation beforehand, directly on the
flow equations, and solve them in real time [ 152 ]. This necessitates both an involved numerical
effort and the development of sensible approximation schemes, as the flow equations in real time
are ill-behaved. Another idea, inspired by Strodthoff and coworkers’ steps [153-155], could be
to modify LPA” so that sums over frequencies in the flow could be determined analytically. This
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would allow to integrate the flow equations in real time while avoiding many numerical difficulties.
Such a scheme would require using a regulator only on momenta and appropriately simplifying the
right-hand side of the flow equations, e.g. by using DE propagators and approximating vertices.

Such a scheme would allow us to determine the conductivity at finite temperature in the hy-
drodynamic incoherent regime, an unanswered question discussed in Chapter 5. Among the new
physics that could be explored at finite temperature, let us mention the hydrodynamics of the O(N))
model, and the determination of the dynamical viscosity tensor. Viscosity is the set of transport
coefficients describing the relaxation of a deviation of the momentum density from its equilibrium
value. For instance, string theory arguments predict the generic inequality

h
gz , (6.1)

valid for relativistic quantum field theories [ 159], where 7 is the shear viscosity and s the entropy
density. Authors of [ 159] claim strong interactions are needed to approach that bound, saturated
by theories with gravity duals. It would be fascinating to verify this conjecture for the O(N) model
using NPRG.






Numerical procedures

Never build a dungeon you wouldn’t be happy to spend the night in yourself. The world would be a
happier place if more people remembered that.

— Terry Pratchett, Guards! Guards!

Except in some very specific cases, the flow equations one obtains within the NPRG framework
cannot be solved analytically. Hence, they need to be numerically integrated.

In this Appendix, we detail various procedures used to numerically integrate RG flows. First,
in Appendix A.1 we explain very briefly the explicit Euler method we use to integrate the partial
differential flow equations encountered throughout this manuscript, so that a motivated reader
could reproduce our results. We remain very concise and for more involved discussion we refer
to applied mathematics textbooks [ 160]. In Appendix .2 we discuss other numerical subtleties
related to the integration of RG flows, including the analytic continuation of results using Padé
approximants.

A.1 Finite elements

The most general form of a PDE is

9:f(t,x) =®(t,x, f). (a.1)

Here, the unknown is a function (or a set of functions) f that depends on a “time” ¢ > 0 and a “space”
variable x. The initial condition f(¢ = 0, x) as well as the functional ® describing the time evolution
are given and we want to determine f(¢, x) at all times.

In the NPRG framework, f can represent a set of coupling constants (within e.g. LPA’), the
functions that determine the vertices (within full-potential DE or LPA”') or the vertices themselves
(within BMW). t is (up to a sign change) the RG time, while x can belong to a 0, 1 or 2-dimensional
space depending on whether we retain the momentum or the field dependence of vertices.!

As computers can only handle discrete numbers, it is necessary to discretize the continuous
space and time variables. To that effect, two main methods exist: finite elements, where the con-
tinuous dimensions are replaced with a grid or lattice, and spectral methods, where the functions

'Assuming we retain only a set of coupling constants the partial differential equation reduces to a regular
differential equation.
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are projected onto a finite set of linearly independent functions and one keeps track of the finite
number of coefficients.> In this manuscript, we (almost exclusively) use the simplest method: finite
elements with an explicit Euler prescription, which is sufficient for us. There exist however some
cases where more involved spectral methods are necessary to integrate NPRG flows, see [124].

To implement the finite element method, we discretize space and time variables, with finite steps
dx and &t. Then, we approximate the function f(t, x) by a discretized version f,,; = f(ndt, idx),
i and n taking integer values. In practice the index i belongs to a finite grid, e.g. 0 < i < iy, and
n > 0. The next step is to construct a discrete version of Eq. (A.1) which can be solved numerically.
We seek for a discrete version of derivatives, integrals, and so on, which leaves a certain freedom.
For instance, in explicit Euler method we approximate the time derivative by

0:f(t=ndt,x =idx) > f"“%—;f"’ (a.2)

and the PDE (a.1) becomes

fn+l i fn i
() (a3)

with [®f] a discretized version of ®(¢, x, f). Obviously, the explicit dependence of ®(¢, x, f) on
space and time variables as well as on the functions are discretized as t, x, f(x, t) - ndt, idx, f, ;.
The situation is more complex for differential operators and integrals, 0, f, /. f. In the following
paragraph we explain how to discretize them. For clarity, as we work at fixed ¢ = ndt, we drop the n
index in the remainder of this section.

Discretization of derivatives and integrals

In the case of a one-dimensional space variable, we discretize differentials using finite differences:
we approximate (9 f); by a linear combination of m different f; ,

CANE ia;‘ i (a.4)

To obtain the coefficients, we impose that the series expansion around i§x of the linear combination
to be equal to (9% f); + O((8x)™*+1-). We have used 5-points derivatives centered around i and for
them the expressions read

(fz 2~ 8fi—1+8fi+1_fi+2)> (A.s)
(=fiea +16f;_1 = 30f; +16fi11 — fir2) - (a.6)

(axf)
(aixf)l

125

12(6 )?

As the i grid is compact, we also need non-centered finite differences expressions for the edges. If
we note i = 0 the position of the left edge, we have

(05 f)o (—-25f, +48f, — 3f, + 163 — 3f4), (a.7)
(0xf) = 126 —— (=3f,-10f, +18f, = 6fs + f1) (a.8)

*The finite element method is a special case of the spectral method, where the basis set is made of piecewise
linear functions vanishing on every point of the grid but one.
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2 .o m (35fy — 104 f, + 114f, — 56 f3 + 11f,) , (a.9)
aixf)lzu((s;x)z(ufo—zoﬁ+6f2+4f3—f4). (A.10)

The corresponding expressions for the right edge can be deduced by symmetry; first and second
derivatives are respectively odd and even under space inversion.

One dimensional integrals are computed using a composite Simpson’s rule of order O((dx)?)
which is valid for odd and even intervals [ 161 ]

Ox Ox
f dx g(x) ~ —(12gy +12g)), (a.11)
0 24
26x ox
/O dx g(x) ~ £(8g0+32g1+8g2), (a.12)
36x ox
./o dx g(x) ~ Z(9go +27g1 4278, +9g3), (Aa.13)
48x ox
fo dx g(x) ~ £(9g0+28g1+22g2+28g3+9g4), (A.14)
50x ox
/0 dx g(x) =~ ﬂ(9go+28g1+23g2+23g3+28g4+9g5), (a.1s)

i:imax_?’

Xmax 8
f dx g(x) ~ ﬁ (9gO +28g +23g,+24 Y gi+23gi. o +28gi. 1+ 9g,-m) . (a.16)
0 i=3

Step size and stability

The choice of step sizes stems not only from a compromise between accuracy and computation time
but also takes into account the issue of stability. Contrary to what a naive intuition could suggest,
it is not enough to send step sizes to zero to obtain a correct approximation of the flow. Indeed,
with our explicit Euler method, if the step size in the step variables is too small compared to the
time step, the flow can be unstable, that is, small errors in the calculation get amplified to the point
the approximated solution diverges. The idea behind this phenomena is that if space derivatives
are computed with a too high precision compared to time derivatives, the numerical integration
“overshoots” the solution. A more comprehensive discussion can be found in applied mathematics
textbooks [ 160]. Itis instructive to solve exactly the discretized version of the one-dimensional heat
equation and perform a stability analysis to check it. Considering the complexity of our equations,
we were unable to do so. In practice, the orders of magnitude are §¢ ~ 107%, §p ~ 107}, §g ~ 107!
(after rescaling p — p/N in the case of a N component field).

A.2  Specificities of NPRG flows

The above procedure can be used to integrate generic partial differential equations. In the case of
RG flows which interest us, however, some specificities arise. We deal with them in this Section.
Anomalous dimension

The running anomalous dimension 1 = —0;log Zy (defined by (2.44)) is given by a renormalization
condition 9;f = 0 where f is a quantity related to the vertex I'®) (e.g. within DE f is Z(p) and
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within BMW f is Y4(p, p) for arbitrary renormalization points p and p). At a given time step, 7
and the other quantities have to be determined in a consistent way, so that 9, f is indeed zero.

In the flow equation of f, 7, appears explicitly in two places: the dimensional terms and the
time derivatives of the regulator, since Ry (q) = Zyq?r(q?/k?) (with r(y) some function) involves
a Zy factor in its definition. Both these dependencies are linear in 7. Thanks to this, the implicit
equation defining #, can be easily inverted, and a closed expression for 7, obtained.

Minimum of the potential

We need to know the minimum of the potential p, ; as well as in the values taken by the functions at
po,:- To determine p, , we use two approaches. When using a fixed dimensionless grid [0, fmax ],
we first find the point in the grid where W changes sign, then use polynomial interpolation [162]
around this point to approximate W. We estimate p, ; as the zero of the polynomial. Conversely,
we use interpolation to determine the value of the different functions at pg ;.

Multidimensional integrals

The flows involve multidimensional integrals which we reduce to one or two dimensional integrals,
depending on the symmetry of the integrand.
For rotationally invariant integrals one has trivially

/ dD;ng(qZF fqg(qz) = (;;TD)D fom dgq”'g(4), (A17)

(2n

where S is the volume of the unit sphere in D dimensions. For integrals of the type

1(p?) = [ ¢(¢ (p+)?) (a18)

where p is some external momenta, it is possible to use the invariance of the integral under rotations
around p to obtain after a change of variables [ 44]

2 _ Spa [T gqPTRorerd 2 2
10) = ios [, da™ - [ dEE(Ep 0e(e8) (a19)

Here p = |p| and

(D-3)/2
To(Epra) = |1- (u) (20)
2pq

is the Jacobian of the change of variables. This expression presents several advantages: first, the
needed integration points for £ fall in the grid so that no interpolation is needed to get access to
them. Second, for D = 3 the Jacobian reduces to unity, which further simplifies the computation.

However, for D # 3, the Jacobian tends to be ill-behaved at the boundaries of the integral on &.
For D = 2 and 4, it respectively diverges like the inverse square root or goes to zero like the square
root. To circumvenient this issue, one exploits the fact that the Jacobian is known analytically while
the rest of the integral is known numerically on the grid, and uses the Gauss-Legendre method rather
than the chained Simpson integral. Considering an integral of the form

'/(-)Zt?x dx J(x)g(x) (a.21)
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with J known analytically and g numerically, we approximate it by a linear combination Y7_ a;g;
(x = idx) where the coefficients — which depend implicitly on ] - are chosen so that the expression
is exact for second order polynomials. This cures the problems induced by the Jacobian’s divergences
as the error committed in doing so is of the order of O(g(*)) rather than O((Jg)®)) for the equivalent
3-point Simpson method.

A.2.1  Exploring the ordered phase

In this Section we swiftly present the method to pursue the NPRG flows in the ordered phase by
following the dimensionless minimum of the potential.

In the ordered phase one encounters three separate issues while integrating the flow. First, as
the minimum of the potential p,  runs to the actual minimum p,, its dimensionless counterpart
Po.k ~ k4731 pg i diverges. Second, for small values of p, because of the approach to convexity, the
dimensionless potential becomes too negative and a pole in the propagator appears. The last issue,
which we do not discuss here, is that for some models the dimensionless potential itself becomes
singular at criticality.

A very simple method is to simply drop the points p for which the potential is negative. This
method allows to prolongate the flow, but not indefinitely. Another much more effective solution is
to follow the minimum of the potential while keeping dimensionless variables. To that effect, let us
introduce the k-dependent change of variables 5 — po x + 8p. When the minimum of the potential
starts to grow and leaves the dimensionless grid [0, pimax ], we perform the change of variables and
switch to a grid [8pmin> Pmax |, With pmin < 0 < pPmay such that the minimum of the potential
8p = 0is within the grid. In the original dimensionless variables, it corresponds to a p window of
fixed length that follows py x as it flows to infinity. In the dimensionful variables, the grid shrinks
around the minimum of the potential.

The equations for the functions are only changed minimally. Let us consider a certain function
f(p) (which canbe W, Z, and so on), and f(8p) the same function after the change of variables.

As f(8p) = f(8p + pox),

i ] 2 W(0)]5
0.1(89) = 3.4 (6p)ls - 2 LT (59 (a22)
where 9, - |; denotes the derivative at fixed p and the second term comes from the fact that the
change of variable is k-dependent. We use the exact expression of 0, p, i obtained from differentiating
W(pox) =0.
Note that p, x now appears explicitly in the equations. However, it cannot be deduced from W
any more because of the change of variables. Rather, we compute it by integrating its flow equation

o W(0)|;5
0tpok = —%- (A.23)

At finite temperature in the classical renormalized regime, it is possible that in the flow the system
first appears ordered then becomes disordered. Because of that, the minimum of the potential can
become very large, only to go to zero as k — 0. As the minimum grows, we perform the change
of variable p — po x + 8p. Then, as pox goes to zero, eventually the smallest point in the grid
Pmin,k = Po.k + Pmin Decomes close to zero. As this happens, we switch back to the original fixed

grid [0, pmax |-
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A.2.2 Padé approximants

To obtain the retarded dynamical function F®(w), we compute F(p) for M momentum values
p1 (I = 1,..., M) with typically M in the range 50-100. One then constructs a M-point Padé
approximant Fp(p) which coincides with F(p) for all p;’s. An algorithm [163] allows to do so.
Then, FR(w) is approximated by Fp(—iw + ¢).

The analytic continuation of numerical data is a subject of importance in condensed matter
physics. The crude scheme explained above is often found to be insufficient. For instance, Padé
approximants are highly sensitive to numerical noise, and a slight error in the data can cause huge
noise in the continuation. Several other approaches have been proposed [ 164, 165 ]. For instance,
the maximum entropy method finds an approximant by minimizing some fictitious free energy over
a function space, which disfavors aberrant approximants (e.g. by enclosing a priori knowledge about
the data). Such methods are not necessary for us, and Padé approximants are sufficient because
NPRG provide precise results, i.e. the data we wish to continue is made of smooth functions and is
free of numerical error.
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Sujet : Dynamique et transport au voisinage d’une transition de phase quantique
en dimension deux

Résumé Nous étudions le modéle O(N) relativiste, une généralisation quantique de la théorie ¢*
utilisée en physique statistique pour étudier des transitions de phase. Ce modéle décrit certaines
transitions de phase quantiques telles que la transition isolant de Mott-superfluide dans un gaz de
bosons piégés dans un réseau optique ou la transition paramagnétique-antiferromagnétique dans
un aimant. En deux dimensions d’espace, ces systémes sont fortement corrélés prés de la transition.
Nous les étudions a 'aide du groupe de renormalisation non perturbatif, une formulation du groupe
de renormalisation de Wilson. Nous nous intéressons aux propriétés universelles au voisinage de la
transition de phase quantique a température nulle.

Ainsi, nous déterminons les fonctions d’échelle universelles qui définissent la thermodynamique
et démontrons que ces fonctions sont reliées a celles décrivant la force de Casimir critique dans
un systéme classique tridimensionel. Ensuite, nous étudions le spectre d’excitation dans la phase
ordonnée a température nulle. Pour N = 2 et 3, nous établissons l'existence d'un mode d'amplitude
aussi appelé « mode de Higgs » par analogie avec le mécanisme de Higgs en physique des hautes
énergies. Pour N = 1, nous montrons l'existence d’un état lié¢ pour des dimensions proches de trois.
Enfin, nous calculons la dépendance en fréquence de la conductivité a température nulle et confir-
mons son universalité, en particulier a la transition. Nous établissons que I'une des composantes du
tenseur de conductivité dans la phase ordonnée est une quantité « superuniverselle », ne dépendant
ni de la distance au point critique ni de N.

Mots-clés Transition de phase quantique; groupe de renormalisation non perturbatif; équation
d’état; Higgs; conductivité.

Subject: Dynamics and transport in the vicinity of a two-dimensional quantum
phase transition

Abstract We study the relativistic O(N) model, a quantum generalization of the ¢* theory used in
statistical physics to study some phase transitions. This model describes quantum phase transitions
such as the Mott insulator-superfluid transition in boson gases trapped in optical lattices or the
paramagnetic-antiferromagnetic transition in magnets. In two space dimensions, these systems
exhibit strong correlations near the transition. We study them using the nonperturbative renormal-
ization group, an implementation of Wilson’s renormalization group. We focus on the universal
properties in the vicinity of the zero-temperature quantum phase transition.

We determine the universal scaling functions which define the thermodynamics and we show
that these functions are related to those describing the critical Casimir forces in a three-dimensional
system. Then, we study the excitation spectrum in the zero-temperature ordered phase. For N = 2
and 3, we establish the existence of an amplitude mode, also called “Higgs mode” by analogy with
the Higgs mechanism in high-energy physics. For N = 1, we show the existence of a bound state
at dimensions close to three. Finally, we compute the frequency-dependent conductivity at zero
temperature and confirm its universal character, in particular at the transition. We prove that one
of the components of the conductivity tensor in the ordered phase is a “superuniversal” quantity,
depending neither on the distance to the critical point nor on N.

Keywords Quantum phase transition; nonperturbative renormalization group; equation of state;
Higgs; conductivity.
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